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Abstract

The application of the MDL principle to discern from which distribution a sample
originates is discussed with the focus is on the general class of spherical distributions.
Their trivial generalization the elliptical distributions are widely used in financial
theory and have properties that enable us to calculate a closed form solution of
their distribution complexity.
The MDL principle and its codelength/model interpretation is discussed first, as
well as its application in model selection. Then the NML model is introduced as a
suitable choice and its equivalent formulation as the model complexity is explored.
After that the distribution complexity is presented as a solution of the problem of
infinite model complexity, with the rest of the paper exposing the main result - the
calculation of the distribution complexity for spherical distributions.
The analytical formulas for the distribution complexity are explicitly shown in three
cases - the Gaussian distribution, the Student-T distribution and the Laplace dis-
tribution. Thoughts on their interpretation of the change of complexity with the
size of the sample are presented with a somewhat surprising characterization of
the NML model for the spherical distributions that has potential impact on robust
estimation.
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