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## Preface

European Young Statisticians Meetings are organized every two years under the auspices of the European Regional Committee of the Bernoulli Society for Mathematical Statistics and Probability. The aim is to provide a scientific forum for the next generation of European researchers in probability theory and statistics. It represents an excellent opportunity to promote new collaborations and international cooperation. Participants are less than 30 years old or have 2 to 8 years of research experience, and are invited on the basis of their scientific achievements, in a uniformly distributed way in Europe (at most 2 participants per country).

The 18th European Young Statisticians Meeting (18th EYSM) was held at the Department of Mathematics, J.J. Strossmayer University of Osijek, Croatia, 26 - 30 August 2013.

The conference was attended by 45 participants from 25 European countries. The 45 talks were organized in 14 sessions covering 11 different topics (there were no parallel sessions):

1. Statistical inference - estimation
2. Statistical inference - testing procedures
3. Theory of continuous time stochastic processes
4. Inequalities and stochastic ordering
5. Diagnostics and decision theory
6. Optimal design
7. Statistical applications - biology and medicine
8. Statistical applications - economics and insurance

9 Statistical applications - image analysis
10. Statistical applications - engineering, industry and seismology
11. Other topics in statistics and probability.

Five eminent scientist gave keynote lectures:

1. Bojan Basrak, Department of Mathematics, University of Zagreb, Croatia - On dependent regularly varying observations
2. Nikolai N. Leonenko, School of Mathematics, Cardiff University, United Kingdom - Multifractal products of geometric stationary processes
3. Jürgen Pilz, Alpen-Adria Universität Klagenfurt, Austria - Some advances in Bayesian spatial prediction and sampling design
4. Johan Segers, Institut de statistique, biostatistique et sciences actuarielles, Université catholique de Louvain, Belgium - Semiparametric Gaussian copula models: Geometry and efficient rank-based estimation
5. Michael Sørensen, Department of Mathematical Sciences, University of Copenhagen, Denmark Statistics for stochastic differential equations - two approaches.

We would like to express our gratitude to the members of the International Organizing Committee for selecting the high-level young scientists for attending this conference, as well as to the reviewers of the papers published in the conference proceedings. We would like to thank to our colleagues from the Department of Mathematics, J.J. Strossmayer University of Osijek, for all their efforts and help. Furthermore, we would like to thank all the sponsors that helped in organizing the 18th EYSM, particularly to the Bernoulli Society for Mathematical Statistics and Probability and to the Department of Mathematics, J.J. Strossmayer University of Osijek. Last, but not least, we thank all the participants for providing an excellent scientific program and a lot of fun during the social events.

It is our pleasure to announce that the 19th European Young Statisticians Meeting will take place in Prague, the capital of Czech Republic. We wish them all the luck!

March, 2014
Nenad Šuvak
on behalf of the Local Organizing Committee
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## Abstracts of keynote lectures

# Multifractal products of geometric stationary processes 

Nikolai N. Leonenko*<br>School of Mathematics, Cardiff University, United Kingdom


#### Abstract

This is joint work with D. Denisov (Cardiff University). Multifractal and monofractal models have been used in many applications in hydrodynamic turbulence, finance, genomics, computer network traffic, etc. (see, for example, [7]). There are many ways to construct random multifractal models ranging from simple binomial cascades to measures generated by branching processes and the compound Poisson process ([2] - [7]). Anh, Leonenko and Shieh ([1]-[3]) and Leonenko and Shieh [8] considered multifractal products of stochastic processes as defined in [9], but they provide a new interpretation of the conditions on the characteristics of geometric stationary processes in terms of the moment generating functions. We investigate the properties of multifractal products of geometric Gaussian processes with possible longrange dependence and geometric Ornsteinf-Uhlenbeck processes driven by Lévy motion and their finite and infinite superpositions. We present the general conditions for the $\mathcal{L}_{q}$ convergence of cumulative processes to the limiting processes and investigate their $q$-th order moments and Rényi functions, which are nonlinear, hence displaying the multifractality of the processes as constructed. We also establish the corresponding scenarios for the limiting processes, such as log-normal, log-gamma, log-tempered stable or log-normal tempered stable scenarios.


## Bibliography
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[4] Bacry, E. and Muzy, J.F. (2003). Log-infinitely divisible multifractal processes. Comm. Math. Phys. 236 (2003), 449-475.
[5] Barndorf-Nilsen, O.E. and Shmigel, Yu (2004). Spatio-temporal modeling based on Lévy processes, and its applications to turbulence. (Russian) Uspekhi Mat. Nauk 59, 63-90; translation in Russian Math. Surveys 59, 65-90.
[6] Denisov, D. and Leonenko, N. (2011). Multifractality of products of geometric stationary processes. Submitted, published in arxiv.org/abs/1110.2428.
[7] Doukhan, P., Oppenheim, G. and Taqqu, M.S.(2003). Theory and Applications of Long-range Dependence. Birkhäuser Boston.
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[9] Mannersalo, P., Norris, I. and Riedi, R. (2002). Multifractal products of stochastic processes: construction and some basic properties. Adv. Appl. Prob., 34, 888-903.
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# Statistics for stochastic differential equations - two approaches 

Michael Sørensen*<br>Department of Mathematical Sciences, University of Copenhagen, Denmark


#### Abstract

For discrete-time observations of the solution to a stochastic differential equation, there is usually no explicit expression for the likelihood function, which is a product of transition densities. Therefore, the likelihood function must be approximated. A brief review will be given of a broad spectrum of approximation methods. Two approaches will be presented in detail. Martingale estimating functions are a simple way of approximating likelihood inference that provides estimators which are easy to calculate. These estimators are generally consistent, and if the estimating function is chosen optimally, they are efficient in a high frequency asymptotic scenario, where the sampling frequency goes to infinity. At low sampling frequencies, efficient estimators can be obtained by more accurate approximations to likelihood inference based on simulation methods, including both the stochastic EM-algorithm and Bayesian approaches like the Gibbs sampler. These methods are much more computer intensive. Simulation of diffusion bridges plays a central role. Therefore this highly non-trivial problem has been investigated actively over the last 10 years. A simple method for diffusion bridge simulation will be presented and applied to likelihood inference for stochastic differential equations.


[^1]
# Some advances in Bayesian spatial prediction and sampling design 

Jürgen Pilz*<br>Alpen-Adria Universitaet Klagenfurt, Austria


#### Abstract

In my talk, I will report on recent work with my colleagues G. Spoeck and H. Kazianka in the area of Bayesian spatial prediction and design [1]-[4].

The Bayesian approach not only offers more flexibility in modeling but also allows us to deal with uncertain distribution parameters, and it leads to more realistic estimates for the predicted variances. We report on some experiences gained with our approach during a European project on "Automatic mapping of radioactivity in case of emergency". We then go on and apply copula methodology to Bayesian spatial modeling and derive predictive distributions. Moreover, I report on recent results on finding objective priors for the crucial nugget and range parameters of the widely used Matern-family of covariance functions. Further on, I briefly consider the challenges in stepping from the purely spatial setting to spatio-temporal modeling and prediction.

Finally, I will consider the problem of choosing an "optimal" spatial design, i.e. finding an optimal spatial configuration of the observation sites minimizing the total mean squared error of prediction over an area of interest. Using Bessel-sine/cosine- expansions for random fields we arrive at a design problem which is equivalent to finding optimal Bayes designs for linear regression models with uncorrelated errors, for which powerful methods and algorithms from convex optimization theory are available. I will also indicate problems and challenges with optimal Bayesian design when dealing with more complex design criteria such as minimizing the averaged expected lengths of predictive intervals over the area of interest.


## Bibliography

[1] H. Kazianka and J. Pilz (2011). Bayesian spatial modeling and interpolation using copulas. Computers \& Geosciences. 37(3): 310-319.
[2] H. Kazianka and J. Pilz (2012). Objective Bayesian analysis of spatial data taking account of nugget and range parameters. The Canadian Journal of Statistics. 40(2): 304-327.
[3] J. Pilz, H. Kazianka and G. Spoeck (2012). Some advances in Bayesian spatial prediction and sampling design. Spatial Statistics. 1: 65-81.
[4] G. Spoeck and J. Pilz (2013). Spatial sampling design based on spectral approximations of the error process. In: Spatio-temporal design: Advances in Efficient Data Acquisition (W.G. Mueller and J. Mateu, Eds.), Wiley, New York, 72-102
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# Semiparametric Gaussian copula models: Geometry and efficient rank-based estimation 

Johan Segers ${ }^{* 1}$, Ramon van den Akker ${ }^{2}$ and Bas Werker ${ }^{2}$<br>${ }^{1}$ Université catholique de Louvain, Belgium<br>${ }^{2}$ Tilburg University, The Netherlands


#### Abstract

For multivariate Gaussian copula models with unknown margins and general correlation structures, a simple, rank-based and semiparametrically efficient estimator is proposed. An algebraic representation of relevant subspaces of the tangent space is constructed that allows to easily study questions of adaptivity with respect to the unknown marginal distributions and of efficiency of the pseudo-likelihood estimator and the normalscores rank correlation coefficient. Some well-known examples are treated explicitly: circular correlation matrices, factor models, and Toeplitz matrices, special cases being exchangeable structures, moving average models and autoregressive models. For constructed examples, the asymptotic relative efficiency of the pseudo-likelihood estimator can be as low as 20 percent. For finite samples, these findings are confirmed by Monte Carlo simulations.


# On dependent regularly varying observations 

Bojan Basrak ${ }^{\text {§ }}$<br>Department of Mathematics, University of Zagreb, Croatia


#### Abstract

It is well known that the extremal behavior of stationary sequences can be nicely captured using the language of point processes. We explain how this theory extends from iid to dependent sequences as long as this dependence disappears in time. The theory turns out to be especially elegant when applied to stationary regularly varying sequences, which we discuss in detail.

In particular, the dependence structure of extremes for such sequences can be described using the concept of the tail process. By application of the point processes theory, this leads to various asymptotic results for extremes and sums of such sequences, including some nonstandard functional limit theorems.


[^3]
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# Robust multivariate process control of multi-way data with root cause analysis 

Peter Scheibelhofer ${ }^{* 1,2}$ Günter Hayderer ${ }^{2}$ and Ernst Stadlober ${ }^{1}$<br>${ }^{1}$ Graz University of Technology, Austria<br>${ }^{2}$ ams AG, Unterpremstätten, Austria


#### Abstract

The evaluation of the manufacturing process conditions is a crucial challenge in modern semiconductor fabrication. With growing complexity large numbers of process variables are recorded during equipment operations of each process step. To monitor these processes, traditional fault detection and classification methods were implemented, but they are mostly univariate. Multivariate techniques such as Principal Component Analysis and Hotelling's $T^{2}$ are capable of advanced process control but they are mainly based on statistically calculated indicators such as means or standard deviations of one wafer over its process time. Thereby, information of the time variation of the variables is omitted. In this work, we present a generalized methodology for multivariate process control that considers the whole recorded information of a wafer by using multi-way principal component analysis (MPCA). The use of Hotelling's $T^{2}$ statistics makes outcomes easy to monitor as it can be summarized into one control chart. By grouping similar variables into reasonable functional groups and by applying decomposition methods for the $T^{2}$ signal, a root cause analysis is possible. Furthermore, special attention is paid on the robustness of the MPCA and $T^{2}$ procedure as an analysis independent of frequently observed outliers is crucial. In a case study of production data from the Austrian semiconductor manufacturer ams AG an observed production machine error can be detected and its root cause can be tracked down successfully.


Keywords: fault detection, multivariate process control, multi-way principal component analysis, robust statistics
AMS subject classifications: 62P30

## 1 Introduction

Modern semiconductor fabrication consists of a series of highly complex manufacturing steps resulting in a final product with well-defined electrical properties. To achieve this goal, each step of the batch process has to be monitored adequately. During the processing of one batch (wafer) at a given process stage data information for every observed status variable is typically recorded by sensors with a fixed frequency, e.g. one data point per second. Thus, the total recorded data information of a wafer over its process time can be arranged in a multi-way array with dimension $I \times J \times K$ which holds the information of $I$ wafers on $J$ variables at $K$ observed time points. A suitable method for handling such multi-way data is multi-way principal component analysis (MPCA, see [11]). The result of an MPCA decomposition of a multi-way array is a series of principal components consisting of score vectors of dimension $1 \times I$, loading matrices of dimension $J \times K$ and an $I \times J \times K$ dimensional error array. See figure 1 for an illustration.

[^4]

Figure 1: Arrangement and decomposition of a three-way array as a result of MPCA.

As for ordinary principal component analysis (PCA), every wafer gets a unique score value for each principal component based on its respective variation over the process time. Therefore the monitoring of these scores is of interest for process control (see [6]). In order to ensure a reasonable root cause analysis, in a first step the observed variables are arranged in functional variable groups according to their physical relationship. This grouping is achieved with the help of process experts. Then, in a second step an MPCA analysis is performed for each functional group seperately and all of the resulting scores are monitored by implementing Hotelling's $T^{2}$ statistics (see [3]) for phase 1 and 2 observations (see [5]). For suspect wafers this approach allows a meaningful application of the Mason-Young-Tracy (MYT) decomposition of the $T^{2}$ signal (see [5]) for out-of-control wafers. Thereby, a given problem can be tracked down to a single functional group or a relationship between groups.

## 2 Robustness of the approach

In order to get robust MPCA results with score vectors and loading matrices not influenced by outlying observations several approaches are possible. Engelen and Hubert (see [1]) proposed an approach for robustly exploring a multi-way array using a parallel factor analysis (PARAFAC) model. Their method is based on the ROBPCA algorithm for robust principal component analysis by Hubert et al. (see [4]). Another possibility to decompose a three-way array is to use the approach by Nomikos and MacGregor (see [6]) based on unfolding the given three-way array to a large matrix of dimension $I \times J K$ and then performing ordinary PCA via the nonlinear iterative partial least squares (NIPALS) algorithm. Based on the ideas of Engelen and Hubert, a robustification of the Nomikos and MacGregor approach can be achieved by also using ROBPCA as a starting point instead of ordinary PCA to calculate scores and loadings. This way, one is able to avoid problems of PARAFAC models with degenerate solutions where the algorithm has difficulties in correctly fitting a model (see e.g. [9], section 5.4).
Furthermore, the well-known Hotelling's $T^{2}$ statistics, which is applied to the score vectors, can be robustified by using robust estimates of the mean and variance-covariance structure of the given data (see [10]). Here, we use the minimum covariance determinant (MCD) method by Rousseeuw and van Driessen (see [8]).

## 3 Case Study

We studied an error of the magnetic field in a plasma etch tool used during wafer processing at Austrian semiconductor manufacturer ams AG. The failure caused a severe decrease in the etch rate of the equipment (see [2]). Classical univariate analysis did not show any severe out-of-control alarms. In the affected month June 2011 the proposed approach was applied to data from about 900 wafers. All computation was done using R (see [7]). About 430 wafers were used as historical phase 1 data set to characterize the in-control situation by using the robust MCD estimators. The resulting $T^{2}$ control chart of all observed wafers clearly
shows significant out-of-control signals for wafers affected by the error (around wafer 500) as visualized in figure 2.


Figure 2: Values of Hotelling's $T^{2}$ statistics for about 1000 analyzed wafers.
The respective MYT decomposition of the $T^{2}$ signal correctly tracks down the root cause of the problem mainly to the RF functional variable group of the etch tool. The root cause was also confirmed by process engineers. One possible resulting error profile from the $T^{2}$ signal decomposition is shown in figure 3 . Only wafers affected by the magnetic field error show this particular error fingerprint.


Figure 3: MYT decomposition profile of Hotelling's $T^{2}$ signal exemplarily for one wafer affected by the magnetic field error.

Acknowledgements: This work was supported by ams AG. The provision of the data set as well as the company's support and supervision is gratefully acknowledged.
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# Alternative based thresholding for pre-surgical fMRI 

Joke Durnez $^{* 1}$, Beatrijs Moerkerke ${ }^{1}$, Andreas Bartsch ${ }^{2}$ and Thomas E. Nichols ${ }^{3}$<br>${ }^{1}$ Department of Data Analysis, Ghent University, Belgium<br>${ }^{2}$ Department of Neuroradiology, University of Heidelberg, Germany<br>${ }^{3}$ Department of Statistics \& Warwick Manufacturing Group, University of Warwick, United Kingdom


#### Abstract

Functional Magnetic Reasonance Imaging (fMRI) plays an important role in pre-surgical planning for patients with resectable brain lesions such as tumors. With appropriately designed tasks, the results of fMRI studies can guide resection, thereby preserving vital brain tissue. The mass univariate approach to fMRI data analysis consists of performing a statistical test in each voxel, which is used to classify voxels either as active or inactive, i.e. related, or not, to the task of interest. In cognitive neuroscience, the focus is on controlling the rate of false positives while accounting for the severe multiple testing problem of searching the brain for activations. However, stringent control of false positives is accompanied by a risk of false negatives which can be detrimental, particularly in clinical settings where false negatives may lead to surgical resection of vital brain tissue. Consequently, for clinical applications we argue for a testing procedure with a stronger focus on preventing false negatives. We present a thresholding procedure that incorporates information on false positives and false negatives. We combine 2 measures of significance for each voxel: a classical $p$-value which reflects evidence against the null hypothesis of no activation and an alternative $p$-value which reflects evidence against activation of a prespecified size. This results in a layered statistical map for the brain. One layer marks voxels exhibiting strong evidence against the traditional null hypothesis, while a second layer marks voxels where activation cannot be confidently excluded. The third layer marks voxels where the presence of activation can be rejected.


Keywords: fMRI, power, false negative errors, multiple testing, pre-surgical fMRI AMS subject classifications: 62P07

## 1 Introduction

A common treatment for patients suffering from a brain tumor is surgical resection of the tumor. In order to minimize the risk of resecting brain tissue involved in essential brain functions, such as speech or language comprehension, these patients often undergo pre-surgical functional Magnetic Resonance Imaging (fMRI). This is a technique that shows subject-specific neural activity changes in the brain. The resulting fMRI data can assist the surgeon in performing the tumor resection while preserving the brain tissue involved in important cognitive and sensorimotor functions, and can even be used to predict the outcome of postoperative cognitive functioning [4].
For an fMRI data analysis, the brain is divided in more than 100,000 voxels. The mass univariate approach to fMRI data analysis consists of performing a statistical test in each voxel. In cognitive neuroscience, this technique is used to link neurological and neuropsychological functions with their respective location in the brain, supporting different theories of brain function. To be confident that a brain area is associated with a task it is essential to account for the multiple testing problem. However, multiple testing corrections result in a more stringent control of the null hypothesis of no activation, and consequently, the probability of a false

[^5]negative increases [5]. However, the scientific discipline generally deems stringent control of false positives necessary, accepting the concomitant sacrifices in sensitivity.
In a clinical setting such as pre-surgical fMRI however, a loss in power means true activation is not discovered, and this might result in the resection of vital brain tissue. Inversely, false positives have a less negative impact on the surgical result [3]. The goal of classical hypothesis testing is to prevent the null hypothesis from being rejected, by only considering voxels as being active when enough evidence against the null of no activation is found. This asymmetrical way of penalising errors in statistical inference is undesirable in this context [4], and instead the focus should be on protecting the alternative hypothesis: one only wants to exclude activation when enough evidence against activation is found. We therefore present a new hypothesis thresholding procedure that incorporates both information on false positives and false negatives and thus is ideally suited for pre-surgical fMRI.

## 2 Methods

### 2.1 Measures of evidence against the null and alternative

At each voxel $i, i=1, \ldots, I$, we assume that a linear model is fit and produces $\widehat{\Delta}_{i}$, an unbiased estimate of the BOLD effect of interest $\Delta_{i}$, and an estimate of the standard deviation of $\widehat{\Delta}_{i}$, its "standard error" $\operatorname{SE}\left(\widehat{\Delta}_{i}\right)$. We henceforth suppress the voxel subscript unless needed for clarity.

The null and the alternative hypothesis The null hypothesis $H_{0}: \Delta=0$ states that the true effect magnitude is zero, and an underlying difference between conditions $\Delta$ is equal to 0 . Classical statistical inference involves computing a test statistic, converted to a $p$-value, that measures the evidence against this null hypothesis. The decision procedure to reject $H_{0}$ is calibrated to maintain the Type I error at $\alpha$. However, failing to reject $H_{0}$ does not allow one to conclude that $H_{0}$ is true.
Our procedure considers an "alternative hypothesis" $p$-value, $p_{1}$, that measures the evidence against $H_{a}$ : $\Delta=\Delta_{1}$, the non-zero effect magnitude expected under activation. fMRI-studies are often preceeded with power analyses for sample size calculations which also require the specification of $\Delta_{1}$. In literature, different approaches to choose a meaningful $\Delta_{1}$ have been presented [1, 7]. Alternatively, in pre-surgical fMRI, one can estimate $\Delta_{1}$ based on data in previous patients.

Measures of significance At a given voxel we have a test statistic $T$ with observed value $t$, We assume that $T$ has a known distribution under $H_{0}$ (e.g. Student's t with given degrees-of-freedom, or Gaussian), so that we can compute the classical $p$-value

$$
\begin{equation*}
p_{0}=P\left(T \geq t \mid H_{0}\right) \tag{1}
\end{equation*}
$$

That is, $p_{0}$ quantifies the evidence against the null hypothesis $H_{0}$ of no task-related activation. In a symmetrical fashion, the alternative $p$-value is defined as in Moerkerke et al. [6]:

$$
\begin{equation*}
p_{1}=P\left(T \leq t \mid H_{a}\right) \tag{2}
\end{equation*}
$$

Correspondingly, $p_{1}$ measures the evidence against $H_{a}$, and corresponds to the classical $p$-value for testing a "null" $H_{a}$ versus "alternative" $H_{0}$. In generally, as the evidence in favor of $H_{a}$ grows, $p_{0}$ becomes smaller and $p_{1}$ becomes larger.
In order to compute $p_{1}$ we need the distribution of $T$ under $H_{a}$, which requires specification of $\Delta_{1}$. However, we don't expect a single magnitude of true activation, but a distribution of different true values [1]. Therefore, in a Bayesian spirit, we specify a distribution of likely values of $\Delta_{1}$ instead of fixed value:

$$
\begin{equation*}
\Delta_{1} \sim \mathcal{N}\left(\mu, \tau^{2}\right) \tag{3}
\end{equation*}
$$



Figure 1: The distributions of an effect under $H_{0}$ and $H_{a}$ are displayed for an observed effect of $t=1.5$, $\operatorname{SE}(\widehat{\Delta})=1, \Delta_{1}=2$ and $\tau=1$. Note that $H_{a}$ has a wider distribution than $H_{0}$ due to the uncertainty on $\Delta_{1}$.
where $\mu$ is the expected magnitude of effect under true activation while acknowledging variation among voxels, specifically Gaussian variation with standard deviation $\tau$.
Assuming that $T$ also follows a Gaussian distribution, it has the following distribution under $H_{a}$ at voxel $i$ :

$$
\begin{equation*}
T_{i} \sim \mathcal{N}\left(\frac{\mu}{\operatorname{SE}\left(\widehat{\Delta}_{i}\right)}, \frac{\operatorname{SE}\left(\widehat{\Delta}_{i}\right)^{2}+\tau^{2}}{\operatorname{SE}\left(\widehat{\Delta}_{i}\right)^{2}},\right) \tag{4}
\end{equation*}
$$

where voxel subscripts are used to emphasize that the values of $\mu$ and $\tau$ are fixed for the entire brain, and based on prior knowledge or other experiments, while $\operatorname{SE}\left(\widehat{\Delta}_{i}\right)$ is from each individual voxel. With this distribution we can compute $p_{1}$ at each voxel. An illustration of both measures of significance can be seen in Figure 1. As the alternative distribution depends the voxel-specific standard error, the distance between the null and alternative distributions will be voxel-specific. In particular a large standard error results in a large overlap between $H_{0}$ and $H_{a}$, while small standard errors lead to a large distance and little overlap between $H_{0}$ and $H_{a}$.

### 2.2 Combining measures of significance

In classical null hypothesis significance testing, a threshold $\alpha$ on $p_{0}$ can be translated into a threshold $t_{\alpha}$ for the test statistic $t$. In parallel, a threshold $\beta$ on $p_{1}$ can be translated into a test statistic threshold $t_{\beta}$. While $t_{\alpha}$ is determined by $\alpha$ (and degrees-of-freedom if not using a Gaussian), $t_{\beta}$ further depends on $\beta, \mu, \tau$ and $\operatorname{SE}\left(\widehat{\Delta}_{i}\right)$. Thus $t_{\beta}$ varies over the brain depending on the (estimated) voxelspecific standard error.

## 3 Results

We consider data from a patient suffering from a left prefrontal brain tumor. The study design was a box-car design, where the patient was asked to alternate between recitation of tongue-twisters and quiescence. For the application to mass univariate linear modeling, the data were analyzed with FEAT in FSL 4.1 [8].
We derive the expected effect magnitude for $\Delta_{1}$ and the variability of that effect $\tau$ from 5 patients who underwent the same fMRI paradigm. We threshold the image of each individual using an FDR-control at 0.05 and look at the average percent BOLD change units in each individual. We specify the expected effect magnitude for $\Delta_{1}$ of $\mu=0.73$ percent BOLD change units, and variability of that effect as $\tau=\sqrt{\hat{\tau}^{2}}=0.21$ percent BOLD change. These results are consistent with others in the literature (see e.g. Desmond and Glover, Figure 7A [1])
Results are shown in Figure 2 with thresholds $\alpha=0.001$ and $\beta=0.20$. In other words, we specified a $p_{0}$ threshold for declaring an activation when there is none at $1-\mathrm{in}-1000$; and we set the $p_{1}$ threshold


Figure 2: Sagittal slice of "layered" activation inference overlaying grayscale T2* reference image, threshold values of $\alpha=0.001$ and $\beta=0.20$. Red areas show areas of high confidence of activation ( $H_{0}$ rejected, $H_{a}$ not rejected), while yellow areas show areas where activation cannot be ruled out (neither $H_{0}$ nor $H_{a}$ rejected); uncolored areas have high confidence of no activation ( $H_{0}$ not rejected, $H_{a}$ rejected), while the few orange voxels indicate voxels with significant but surprisingly small BOLD response magnitude ( $H_{0}$ and $H_{a}$ rejected).
for declaring the absence of activation when in fact the specified activation magnitude is present at 1-in5. The red and the (scant) orange voxels show where $H_{0}$ can be confidently rejected, and, if presurgical planning was done only on the basis of classical null hypothesis testing, all other tissue would be regarded as "safe". Considering information on the alternative, we have the red voxels where, specifically, $H_{0}$ can be rejected and $H_{a}$ cannot be rejected; i.e. the red voxels are incompatible with the null and compatible with the alternative, and thus are strong evidence for the effect. The yellow areas are areas are where neither $H_{0}$ nor $H_{a}$ can be rejected; here the data is compatible with both the null and alternative, and suggest a lack of confidence in ruling out activation. Finally, for voxels with no coloration, the $H_{0}$ cannot be rejected but $H_{a}$ can; the data are compatible with the null and incompatible with the alternative, and thus have good evidence for a lack of activation and suggest that these brain regions can be safely resected. This shows the key strength of the procedure: Among voxels traditionally classified as "nonactive", i.e. those with insufficiently small $p_{0}$ 's, it distinguishes between voxels where there is compelling evidence for nonactivation (not colored) and those voxels where we cannot rule out the possibility of activation (yellow).
The orange voxels represent voxels for which the observed effect size is between the null hypothesis of no activation and the expected effect size. In these voxels, both the null and the alternative hypothesis are rejected which corresponds to very low residual noise in the GLM.

## 4 Discussion

Statistical thresholding in the context of multiple tests is generally driven by the need to limit false positives. These stringent testing procedures in fMRI research leads to an abundance of false negatives [5] and are therefore less useful in the context of pre-surgical fMRI where a false negative can have dire consequences. While many attempts have been made to propose more liberal testing criteria for example by controlling the FDR instead of the FWER [2], the focus is still on protecting the type I error rate. The unilateral focus on preventing false positives leads to a bias towards large obvious effects and against complex cognitive and affective effects [5]. We therefore propose a measure that quantifies the evidence against the alternative hypothesis as introduced in [6]. We use this quantity $p_{1}$ in addition with the classical $p_{0}$-value in a procedure that results in a thresholding procedure with multiple layers of significance. One layer consists of voxels exhibiting strong evidence of activation (red, in Fig. 2), while a another layer shows voxels with ambiguous
evidence (yellow and orange), and a final layer then consists of voxels for which the presence of activation can be confidently rejected (an absense of overlaid statistic values). Thereby we offer a more symmetrical interest towards both false positives and false negatives.
This procedure has been developed in light of pre-surgical fMRI, as false negatives can have harmful consequences for the patient. However the lack of power is omnipresent in fMRI-analyses [5] and therefore this procedure is also very useful in all branches of cognitive neuroscience. In this procedure, control of false positives remains possible but our procedure also takes into account information on the false negative rate. We do not assert that our method alleaviates all concerns with multiplicity, and one possible direction of future work is a multiplicity correction that adjusts both null and alternative hypothesis inferences for the number of tests.
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#### Abstract

We consider the nonparametric Bayesian estimation in a Gaussian sequence space model. The procedure is studied from a frequentist point of view, that is, we are interested in an optimal concentration rate of the posterior distribution shrinking to the distribution that generates the data. In a first step, we derive lower and upper bounds for the posterior concentration rates over a family of Gaussian prior distributions indexed by a tuning parameter. This result establishes posterior consistency, however the concentration rate depends on the parameter of interest and a tuning parameter. Under a suitable choice of the tuning parameter we derive a concentration rate uniformely over a class of parameters and show that this rate coincides with the minimax rate. As the choice of the tuning parameter depends on the considered class, we introduce in a second step a hierarchical prior and show that the resulting posterior concentration rate coincides in a direct sequence space model with the minimax rate and prove, furthermore, that the fully data-driven Bayes estimate is minimax-optimal.
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## 1 Introduction

Let $\ell_{2}$ be the Hilbert space of square summable real valued sequences endowed with the usual inner product $\langle\cdot, \cdot\rangle_{\ell_{2}}$ and associated norm $\|\cdot\|_{\ell_{2}}$. In a Gaussian sequence space model we want to recover $\theta=\left(\theta_{j}\right)_{j \geq 1} \in \ell_{2}$ from a version that is blurred by Gaussian white noise. We adopt a Bayesian approach, where the conditional distribution of the observations given the parameter is Gaussian:

$$
\begin{equation*}
\mathrm{Y}_{j} \mid \boldsymbol{\vartheta}_{j}=\theta_{j} \sim \mathcal{N}\left(\lambda_{j} \theta_{j}, \epsilon\right), \quad \text { independent, } \quad j \in \mathbb{N} \tag{1}
\end{equation*}
$$

with sequence $\left(\lambda_{j}\right)_{j \geq 1}$, $\lambda$ for short, and noise level $\epsilon>0$. The sequence space model is called indirect if the sequence $\lambda$ tends to zero. The particular case of a constant sequence $\lambda$ is also called direct sequence space model. We will introduce a Gaussian prior distribution $P_{\vartheta}$ of $\boldsymbol{\vartheta}$ having a well-known Gaussian posterior distribution $P_{\vartheta \mid \mathrm{Y}}$. The objective is to derive its posterior concentration rate which are based on tail bounds for noncentral $\chi^{2}$ distributions established in Birgé [2001]. To be more precise, we are seeking for a rate $R_{\epsilon}$ which is up to a constant a lower and an upper bound of the concentration rate of the posterior distribution $P_{\vartheta \mid \mathrm{Y}}$, i.e.,

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta} \mid \mathrm{Y}}\left(\underline{C} R_{\epsilon} \leq\left\|\boldsymbol{\vartheta}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq \bar{C} R_{\epsilon}\right)=1
$$

For a more detailed discussion see Barron et al. [1999], Castillo [2008] or Goshal et al. [2000]. This result establishes posterior consistency, however, the concentration rate depends on the parameter of interest and the choice of a tuning parameter. Under a suitable choice of the tuning parameter we derive a concentration rate uniformly over a class of parameters and show that this rate coincides with the minimax rate derived by Johannes and Schwarz [2013]. As the choice of the tuning parameter depends on the considered class, we introduce a hierarchical prior and show that the resulting posterior concentration rate coincides in a direct sequence space model with the minimax rate and prove, furthermore, that the fully data-driven Bayes estimate is minimax-optimal. The proofs are given in Johannes and Schenk [2013].

[^6]
## 2 Basic model assumptions

We assume a Gaussian prior distribution for the parameter $\boldsymbol{\vartheta}=\left(\boldsymbol{\vartheta}_{j}\right)_{j \geq 1}$, that is $\left\{\boldsymbol{\vartheta}_{j}\right\}_{j \geq 1}$ are independent, normally distributed with prior means $\left(\theta_{j}^{\times}\right)_{j \geq 1}$ and prior variances $\left(\varsigma_{j}\right)_{j \geq 1}$ :

$$
\begin{equation*}
\boldsymbol{\vartheta}_{j} \sim \mathcal{N}\left(\theta_{j}^{\times}, \varsigma_{j}\right), \quad \text { independent }, \quad j \in \mathbb{N} . \tag{2}
\end{equation*}
$$

Standard calculus shows that the posterior distribution of $\boldsymbol{\vartheta}$ given $\mathrm{Y}=\left(\mathrm{Y}_{j}\right)_{j \geq 1}$ is Gaussian, that is $\left\{\boldsymbol{\vartheta}_{j}\right\}_{j \geq 1}$ are conditionally independent, normally distributed random variables given Y with posterior mean $\theta_{j}^{\mathrm{Y}}:=$ $\mathbb{E}\left[\boldsymbol{\vartheta}_{j} \mid \mathrm{Y}\right]=\frac{\varsigma_{j}^{-1} \theta_{j}^{\times}+\lambda_{j} \epsilon^{-1} \mathrm{Y}_{j}}{\lambda_{j}^{2} \epsilon^{-1}+\varsigma_{j}^{-1}}$ and posterior variance $\sigma_{j}^{2}:=\operatorname{Var}\left(\boldsymbol{\vartheta}_{j} \mid \mathrm{Y}\right)=\left(\lambda_{j}^{2} \epsilon^{-1}+\varsigma_{j}^{-1}\right)^{-1}$, for all $j \in \mathbb{N}$. Moreover, a common Bayes estimate of the unknown parameter $\theta$ is the posterior mean $\mathbb{E}[\boldsymbol{\vartheta} \mid \mathrm{Y}]$. Taking this as a starting point, we construct a sequence of prior distributions: To be more precise, let us denote by $\delta_{x}$ the Dirac measure in the point $x$. Given $m \in \mathbb{N}$, we consider the independent random variables $\left\{\boldsymbol{\vartheta}_{j}^{m}\right\}_{j \geq 1}$ and their marginal distributions

$$
\begin{equation*}
\boldsymbol{\vartheta}_{j}^{m} \sim \mathcal{N}\left(\theta_{j}^{\times}, \varsigma_{j}\right), 1 \leq j \leq m \text { and } \boldsymbol{\vartheta}_{j}^{m} \sim \delta_{\theta_{j}^{\times}}, m<j, \text { independent } j \in \mathbb{N} \tag{3}
\end{equation*}
$$

resulting in the degenerate prior distribution $P_{\boldsymbol{\vartheta}^{m}}$. Consequently, $\left\{\boldsymbol{\vartheta}_{j}^{m}\right\}_{j \geq 1}$ are conditionally independent given Y and their posterior distribution is Gaussian with mean $\theta_{j}^{\mathrm{Y}}$ and variance $\sigma_{j}^{2}$ for $1 \leq j \leq m$ while being degenerate on $\theta_{j}^{\times}$for $j>m$. Hence, the Bayes estimate $\widehat{\theta}^{m}:=\mathbb{E}\left[\boldsymbol{\vartheta}^{m} \mid \mathrm{Y}\right]$ is given for $j \geq 1$ by $\widehat{\theta}_{j}^{m}:=\theta_{j}^{\mathrm{Y}} \mathbf{1}\{j \leq m\}+\theta_{j}^{\times} \mathbf{1}\{j>m\}$. The dimension parameter $m$ plays the role of a tuning parameter. From a Bayesian point of view it is a hyperparameter and we will introduce now a prior distribution on the same which leads to a hierarchical prior distribution. In the following we consider a random parameter M taking its values in $\left\{1, \ldots, G_{\epsilon}\right\}$ for some $G_{\epsilon} \in \mathbb{N}$ and prior distribution $P_{\mathrm{M}}$. Both $G_{\epsilon}$ and $P_{\mathrm{M}}$ will be specified below. Now given $M$ we consider the random variables $\left\{\mathrm{Y}_{j}\right\}_{j \geq 1}$ and $\left\{\boldsymbol{\vartheta}_{j}^{\mathrm{M}}\right\}_{j \geq 1}$ and their distributions are determined by

$$
\mathrm{Y}_{j}=\lambda_{j} \boldsymbol{\vartheta}^{\mathrm{M}}+\sqrt{\epsilon} \zeta_{j} \quad \text { and } \quad \boldsymbol{\vartheta}_{j}^{\mathrm{M}}=\theta_{j}^{\times}+\sqrt{\varsigma_{j}} \eta_{j} \mathbf{1}\{1 \leq j \leq \mathrm{M}\}
$$

where $\left\{\zeta_{j}, \eta_{j}\right\}_{j \geq 1}$ are iid. standard normally distributed and independent of M. The Bayes estimate $\widehat{\theta}:=$ $\mathbb{E}\left[\boldsymbol{\vartheta}^{\mathrm{M}} \mid \mathrm{Y}\right]$ satisfies $\widehat{\theta}_{j}=\theta_{j}^{\times}$for $j>G_{\epsilon}$ and for all $1 \leq j \leq G_{\epsilon}$

$$
\widehat{\theta}_{j}=\theta_{j}^{\times} P(1 \leq \mathrm{M} \leq j-1 \mid \mathrm{Y})+\theta_{j}^{\mathrm{Y}} P\left(j \leq \mathrm{M} \leq G_{\epsilon} \mid \mathrm{Y}\right)
$$

## 3 Theoretical results

A major step towards establishing a concentration rate of the posterior distribution consists a finite sample bound for a fixed $m \in \mathbb{N}$. We express these bounds in terms of

$$
\begin{gathered}
\mathfrak{b}_{m}:=\sum_{j>m}\left(\theta_{o j}-\theta_{j}^{\times}\right)^{2}, \quad \mathfrak{v}_{m}:=\sum_{j=1}^{m} \sigma_{j}^{2}=\sum_{j=1}^{m} \frac{1}{\lambda_{j}^{2} \epsilon^{-1}+\varsigma_{j}^{-1}} ; \\
\mathfrak{t}_{m}:=\max _{1 \leq j \leq m} \sigma_{j}^{2} \text { and } \quad \mathfrak{r}_{m}:=\sum_{j=1}^{m}\left(\mathbb{E}_{\theta_{o}}\left[\theta_{j}^{\mathrm{Y}}\right]-\theta_{o j}\right)^{2}=\sum_{j=1}^{m} \frac{\varsigma_{j}^{-2}\left(\theta_{j}^{\times}-\theta_{o j}\right)^{2}}{\left(\lambda_{j}^{2} \epsilon^{-1}+\varsigma_{j}^{-1}\right)^{2}} .
\end{gathered}
$$

Proposition 3.1. For all $m \in \mathbb{N}$, for all $\epsilon>0$ and for all $0<c<1 / 8$ we have

$$
\begin{aligned}
& \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m} \mid \mathrm{Y}}\left(\left\|\boldsymbol{\vartheta}^{m}-\theta_{o}\right\|_{\ell_{2}}^{2}>\mathfrak{b}_{m}+3 \mathfrak{v}_{m}+(3 / 2) m \mathfrak{t}_{m}+4 \mathfrak{r}_{m}\right) \leq 2 \exp (-m / 36) \\
& \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m}} \mid \mathrm{Y}\left(\left\|\boldsymbol{\vartheta}^{m}-\theta_{o}\right\|_{\ell_{2}}^{2}<\mathfrak{b}_{m}+\mathfrak{v}_{m}-4 c\left(m \mathfrak{t}_{m}+\mathfrak{r}_{m}\right)\right) \leq 2 \exp \left(-c^{2} m\right)
\end{aligned}
$$

The proof of the last result makes use of tail bounds for sums of independent squared Gaussian random variables. The next assertion presents a version which is due to Birgé [2001].

Lemma 3.1. Let $\left\{X_{j}\right\}_{j \geq 1}$ be independent and normally distributed r.v. with mean $\alpha_{j} \in \mathbb{R}$ and standard deviation $\beta_{j} \geq 0, j \in \mathbb{N}$. For $m \in \mathbb{N}$ set $S_{m}:=\sum_{j=1}^{m} X_{j}^{2}$ and consider $v_{m} \geq \sum_{j=1}^{m} \beta_{j}^{2}$, $t_{m} \geq \max _{1 \leq j \leq m} \beta_{j}^{2}$ and $r_{m} \geq \sum_{j=1}^{m} \alpha_{j}^{2}$. Then for all $c \geq 0$ we have

$$
\begin{aligned}
& \sup _{m \geq 1} e^{\frac{c(c \wedge 1)\left(v_{m}+2 r_{m}\right)}{4 t_{m}}} P\left(S_{m}-\mathbb{E} S_{m} \leq-c\left(v_{m}+2 r_{m}\right)\right) \leq 1 \\
& \sup _{m \geq 1} e^{\frac{c(c \wedge 1)\left(v_{m}+2 r_{m}\right)}{4 t_{m}}} P\left(S_{m}-\mathbb{E} S_{m} \geq \frac{3 c}{2}\left(v_{m}+2 r_{m}\right)\right) \leq 1
\end{aligned}
$$

The desired convergence of all the aforementioned sequences to zero necessitates to consider appropriate subsequences in dependence of $\epsilon$, notably $\left(\mathfrak{v}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1},\left(\mathfrak{t}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1}$ and $\left(\mathfrak{r}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1}$. To be more precise, we demande that the subsequences satisfy the following assumption.

Assumption A.1. There exist constants $0<\epsilon_{o}:=\epsilon_{o}\left(\theta_{o}, \theta^{\times}, \varsigma\right)<1$ and $0<K:=K\left(\theta_{o}, \theta^{\times}, \varsigma\right)<1$ such that the prior distribution satisfies the condition $\sup _{0<\epsilon<\epsilon_{o}}\left(\mathfrak{r}_{m_{\epsilon}} \vee \mathfrak{t}_{m_{\epsilon}}\right) /\left(\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right) \leq K$.

Corollary 3.1. Under Assumption A.1 we have for all $0<\epsilon<\epsilon_{o}$ and $0<c<1 /(8 K)$

$$
\begin{align*}
& \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon} \mid Y}}\left(\left\|\boldsymbol{\vartheta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2}>(4+(11 / 2) K)\left[\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right]\right) \leq 2 \exp \left(-\frac{m_{\epsilon}}{36}\right)  \tag{4}\\
& \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon} \mid Y}}\left(\left\|\boldsymbol{\vartheta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2}<(1-8 c K)\left[\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right]\right) \leq 2 \exp \left(-c^{2} m_{\epsilon}\right) \tag{5}
\end{align*}
$$

Thereby, assuming that $m_{\epsilon}:=m(\epsilon)$ is chosen such that $\mathfrak{t}_{m_{\epsilon}}=o\left(\mathfrak{v}_{m_{\epsilon}}\right)$ as $\epsilon \rightarrow 0$ implies the convergence to zero of the posterior probability. Furthermore, if we assume in addition that $\mathfrak{v}_{m_{\epsilon}}=o(1)$ and $m_{\epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0$ then we obtain by the dominated convergence theorem that also $\mathfrak{b}_{m_{\epsilon}}=o(1)$. Hence, $\left(\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1}$ converges to zero and is indeed a posterior concentration rate.

Theorem 3.1 (Posterior consistency). Under Assumption A. 1 if $m_{\epsilon} \rightarrow \infty$ and $\mathfrak{v}_{m_{\epsilon}}=o(1)$ as $\epsilon \rightarrow 0$, then

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon}} \mid \mathrm{Y}}\left((1-8 c K)\left[\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right] \leq\left\|\boldsymbol{\vartheta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq(4+11 K / 2)\left[\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right]\right)=1
$$

Proposition 3.2 (Bayes estimate consistency). Let the assumptions of Theorem 3.1 be satisfied. Consider the Bayes estimate $\widehat{\theta}^{m_{\epsilon}}:=\mathbb{E}\left[\boldsymbol{\vartheta}^{m_{\epsilon}} \mid \mathrm{Y}\right]$ then

$$
\mathbb{E}_{\theta_{o}}\left\|\widehat{\theta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq(3+K)\left[\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right]
$$

and consequently $\mathbb{E}_{\theta_{o}}\left\|\widehat{\theta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2}=o(1)$ as $\epsilon \rightarrow 0$.
The last assertion shows that $\left(\mathfrak{b}_{m_{\epsilon}} \vee \mathfrak{v}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1}$ is up to a constant a lower and upper bound of the concentration rate. The result, however, is obtained under Assumption A. 1 which depends on the particular choice of the prior distribution. We suppose that the prior distribution, and more precisely, the prior variances are chosen such that the following assumption holds.

Assumption A.2. Define $\Lambda_{j}:=\lambda_{j}^{-2}, j \geq 1, \Lambda_{(m)}:=\max _{1 \leq j \leq m} \Lambda_{j}$ and $\bar{\Lambda}_{m}:=m^{-1} \sum_{j=1}^{m} \Lambda_{j}, m \geq 1$. There exists a constant $d$ such that $\varsigma_{j} \geq d \Lambda_{j}$ for all $j \geq 1$.

Corollary 3.2. Under Assumption A.2, let $m_{\epsilon}=m(\epsilon)$ be chosen such that $m_{\epsilon} \rightarrow \infty$ and $\epsilon m_{\epsilon} \bar{\Lambda}_{m_{\epsilon}}=o(1)$ as $\epsilon \rightarrow 0$, and suppose in addition

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \Lambda_{\left(m_{\epsilon}\right)}\left\{\mathfrak{b}_{m_{\epsilon}}\left(\epsilon m_{\epsilon}\right)^{-1} \vee \bar{\Lambda}_{m_{\epsilon}}\right\}^{-1}<\infty \tag{6}
\end{equation*}
$$

then there exist a constant $K$ such that

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon} \mid \mathrm{Y}}}\left(K^{-1}\left[\mathfrak{b}_{m_{\epsilon}} \vee \epsilon m_{\epsilon} \bar{\Lambda}_{m_{\epsilon}}\right] \leq\left\|\boldsymbol{\vartheta}^{m_{\epsilon}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq K\left[\mathfrak{b}_{m_{\epsilon}} \vee \epsilon m_{\epsilon} \bar{\Lambda}_{m_{\epsilon}}\right]\right)=1
$$

Under the conditions of the last assertion, the sequence $\left(\mathfrak{b}_{m_{\epsilon}} \vee \epsilon m_{\epsilon} \bar{\Lambda}_{m_{\epsilon}}\right)_{m_{\epsilon} \geq 1}$ provides up to constants a lower and upper bound for the concentration rate. The result implies consistency but it does not answer the question of optimality in a satisfactory way. Observe that the rate depends on the parameter of interest $\theta$ and we could optimize the rate for each $\theta$ separately, but we are rather interested in a uniform rate over a class of parameters. Given a strictly positive sequence $\mathfrak{a}=\left(\mathfrak{a}_{j}\right)_{j \geq 1}$ consider for $\theta \in \ell_{2}$ its weighted norm $\|\theta\|_{\mathfrak{a}}^{2}:=\sum_{j \geq 1} \mathfrak{a}_{j} \theta_{j}^{2}$. We define $\ell_{2}^{\mathfrak{a}}$ as the completion of $\ell_{2}$ with respect to $\|\cdot\|_{\mathfrak{a}}$. We assume in the following that the parameter $\theta_{o}$ belongs to the ellipsoid $\Theta_{\mathfrak{a}}^{r}:=\left\{\theta \in \ell_{2}^{\mathfrak{a}}:\left\|\theta-\theta^{\times}\right\|_{\mathfrak{a}}^{2} \leq r\right\}$. Define for all $\epsilon>0$

$$
m_{\epsilon}^{\star}:=m_{\epsilon}^{\star}(\mathfrak{a}, \lambda):=\underset{m \geq 1}{\arg \min }\left(\mathfrak{a}_{m+1}^{-1} \vee \epsilon m \bar{\Lambda}_{m}\right) \quad \text { and }
$$

$$
\mathcal{R}_{\epsilon}^{\star}:=\mathcal{R}_{\epsilon}^{\star}[\mathfrak{a}, \lambda]:=\left(\mathfrak{a}_{m_{\epsilon}^{\star}+1}^{-1} \vee \epsilon m_{\epsilon}^{\star} \bar{\Lambda}_{m_{\epsilon}^{\star}}\right)
$$

Theorem 3.2 (Optimal posterior concentration rate). Under Assumption A.2, suppose in addition that $m_{\epsilon}^{\star}$ satisfies (6) then there exists a constant $K:=K\left(\Theta_{\mathfrak{a}}^{r}, \lambda\right)$ such that

$$
\lim _{\epsilon \rightarrow 0} \inf _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon}^{\star}} \mid \mathrm{Y}}\left(\left\|\boldsymbol{\vartheta}^{m_{\epsilon}^{\star}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq K \mathcal{R}_{\epsilon}^{\star}\right)=1
$$

moreover, if $\Psi_{\epsilon} / \mathcal{R}_{\epsilon}^{\star}=o(1)$ as $\epsilon \rightarrow 0$ then

$$
\lim _{\epsilon \rightarrow 0} \sup _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{m_{\epsilon}^{\star}} \mid \mathrm{Y}}\left(\left\|\boldsymbol{\vartheta}^{m_{\epsilon}^{\star}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq \Psi_{\epsilon}\right)=0
$$

It is interesting to note that the rate $\mathcal{R}_{\epsilon}^{\star}=\mathcal{R}_{\epsilon}^{\star}\left[\Theta_{\mathfrak{a}}^{r}, \lambda\right]$ is optimal in a minimax sense. To be more precise, given an estimator $\widehat{\theta}$ of $\theta$ let $\sup _{\theta \in \Theta_{a}^{r}} \mathbb{E}_{\theta}\|\widehat{\theta}-\theta\|^{2}$ denote the maximal mean integrated squared error (MISE) over the class $\Theta_{\mathfrak{a}}^{r}$. It has been shown in Johannes and Schwarz [2013] that $\mathcal{R}_{\epsilon}^{\star}$ provides up to a constant a lower bound for the maximal MISE over the class $\Theta_{\mathfrak{a}}^{r}$ and that there exists an estimator attaining this rate. The next assertion establishes the minimax optimality of the Bayes estimate.

Proposition 3.3 (Minimax-optimal Bayes estimate). Let the assumptions of Theorem 4.1 be satisfied and $\widehat{\theta}^{m_{\epsilon}^{\star}}:=\mathbb{E}\left[\boldsymbol{\vartheta}^{m_{\epsilon}^{\star}} \mid \mathrm{Y}\right]$ then there exists a constant $K:=K\left(\Theta_{\mathfrak{a}}^{r}, \lambda\right)$ such that

$$
\sup _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}}\left\|\widehat{\theta}^{m_{\epsilon}^{\star}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq K \mathcal{R}_{\epsilon}^{\star}
$$

## 4 Adaptivity in the direct sequence space model

We will derive a concentration rate given the aforementioned hierarchical prior distribution in a direct sequence space model, that is $\lambda_{j}=1, j \geq 1$. For this purpose set $G_{\epsilon}:=\left\lfloor\epsilon^{-1}\right\rfloor$ and

$$
\begin{equation*}
p_{\mathrm{M}}(m)=\frac{\exp \left(\frac{-m}{\epsilon}\right) \prod_{j=1}^{m}\left(1+\varsigma_{j} \epsilon^{-1}\right)^{1 / 2}}{\sum_{m^{\prime}=1}^{G_{\epsilon}} \exp \left(\frac{-m^{\prime}}{\epsilon}\right) \prod_{j=1}^{m^{\prime}}\left(1+\varsigma_{j} \epsilon^{-1}\right)^{1 / 2}} \quad \text { for } 1 \leq m \leq G_{\epsilon} \tag{7}
\end{equation*}
$$

Theorem 4.1 (Optimal posterior concentration rate). Under Assumption A. 2 suppose in addition that $m_{\epsilon}^{\star}$ satisfies (6) then there exists a constant $K:=K\left(\Theta_{\mathfrak{a}}^{r}, \lambda\right)$ such that

$$
\lim _{\epsilon \rightarrow 0} \inf _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{\mathrm{M}} \mid \mathrm{Y}}\left(\left\|\boldsymbol{\vartheta}^{\mathrm{M}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq K \mathcal{R}_{\epsilon}^{\star}\right)=1
$$

moreover, if $\Psi_{\epsilon} / \mathcal{R}_{\epsilon}^{\star}=o(1)$ as $\epsilon \rightarrow 0$ then

$$
\lim _{\epsilon \rightarrow 0} \sup _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}} P_{\boldsymbol{\vartheta}^{\mathrm{M}} \mid \mathrm{Y}}\left(\left\|\boldsymbol{\vartheta}^{\mathrm{M}}-\theta_{o}\right\|_{\ell_{2}}^{2} \leq \Psi_{\epsilon}\right)=0
$$

We shall emphasize that the concentration rate derived from the hierarchical prior coincides with the minimax optimal rate $\mathcal{R}_{\epsilon}^{\star}=\mathcal{R}_{\epsilon}^{\star}\left[\Theta_{\mathfrak{a}}^{r}, \lambda\right]$ of the maximal MISE over the class $\Theta_{\mathfrak{a}}^{r}$. In particular this prior does not involve any knowledge of the class $\Theta_{\mathfrak{a}}^{r}$, therefore, the corresponding Bayes estimate is fully-data driven. The next assertion establishes its minimax-optimality.

Proposition 4.1 (Minimax-optimal Bayes estimate). Under the assumptions of Theorem 4.1. Consider the Bayes estimate $\widehat{\theta}:=\mathbb{E}\left[\boldsymbol{\vartheta}^{\mathrm{M}} \mid \mathrm{Y}\right]$ then there exists a constant $K:=K\left(\Theta_{\mathfrak{a}}^{r}, \lambda\right)$ such that $\sup _{\theta_{o} \in \Theta_{\mathfrak{a}}^{r}} \mathbb{E}_{\theta_{o}} \| \widehat{\theta}-$ $\theta_{o} \|_{\ell_{2}}^{2} \leq K \mathcal{R}_{\epsilon}^{\star}$ for all $\epsilon>0$.

Conclusions and perspectives. In this paper we have presented a hierarchical prior leading to a fully-data Bayes estimate that is minimax-optimal in a direct sequence space model. Obviously, the concentration rate based on a hierarchical prior in an indirect sequence space model possibly with additional noise in the eigenvalues is only one amongst the many interesting questions for further research and we are currently exploring this topic.
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#### Abstract

Normal variance mixture models are used as an extension of the Gaussian framework to allow heavier tails and add flexibility to the Wiener processes' time concept. The Sub-Gaussian model is a typical representative of this class. It is a parametric sub-class of the multivariate $\alpha$-stable distribution which is an elliptical, infinitely divisible and has a tractable representation of its characteristic function. It possesses heavy tails but it is also a symmetric distribution. To overcome the latter drawback a $\rho$-weighted, univariate, $\alpha$-stable skewness component is introduced. The domain of $\rho$ and its connection to the skewness and the dependence structure are explored as well as some of the border cases. By varying $\rho$ from 0 to 1 the distribution transforms from a regular Sub-Gaussian to multivariate $\alpha$-stable with independent and not necessary symmetric components.


Keywords: Variance mixture, Multivariate stable models, Sub-Gaussian model, Asymmetric distributions AMS subject classifications: 60E07, $62 \mathrm{P} 05,62 \mathrm{E} 17$

## 1 Introduction

A particular parametric subclass of the multivariate $\alpha$-stable distributions is the class of $\alpha$-stable subGaussian distributions. In this report we introduce a distribution based on the multivariate $\alpha$-stable subGaussian distribution. All the marginal distributions within our model are $\alpha$-stable however not symmetric since different skewness parameters are allowed. This is extremely important extension because there is a significant empirical evidence that many real world observable variables, e.g. the financial asset returns, are not symmetric ([2], [5]). In the next two sections we give the definitions of the $\alpha$-stable distributions and the multivariate $\alpha$-stable sub-Gaussian distributions. We provide without proofs some important properties which are used later in the paper. Section 3 defines our multivariate distribution and investigates its key properties and in Section 4 we discuss the model estimation methods and scenarios generation. In Section 5 we use the skewed sub-Gaussian distribution to model the dependence between US stock index and large cap US stock. The last section summarizes the results and concludes the findings.

## $2 \alpha$-stable Distributions

### 2.1 Univariate and multivariate $\alpha$-stable distributions

The class of $\alpha$-stable distributions arises from the generalization of the central limit theorem. The stable distributions are the only possible weak limits of properly normalized sums of independent identically distributed (i.i.d.) random variables. The normal distribution is a special case. They possess domains of

[^7]attraction; that is, a sum of i.i.d. random variables has properties close to the properties of the limit distribution and we can adopt the limit distribution as an approximate model. The domains of attraction property is very desirable and it is not possessed by any other distribution for the summation scheme. The most natural definition of a stable random vector is the following.

Definition 2.1. A random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)^{T}$ is said to be $\alpha$-stable random vector in $\mathbf{R}^{d}, \alpha \in$ $(0,2]$, if for any positive numbers $A$ and $B$ there is a vector $\mathbf{d} \in \mathbf{R}^{d}$ such that

$$
\begin{equation*}
A \mathbf{X}^{(1)}+B \mathbf{X}^{(2)} \stackrel{d}{=}\left(A^{\alpha}+B^{\alpha}\right)^{1 / \alpha} \mathbf{X}+\mathbf{d} \tag{1}
\end{equation*}
$$

where $\mathbf{X}^{(1)}$ and $\mathbf{X}^{(2)}$ are independent copies of $\mathbf{X}$. The random vector $\mathbf{X}$ is called strictly stable if $\mathbf{d}=0$, and is said to be symmetric stable if $\mathbf{P}(\mathbf{X} \in U)=\mathbf{P}(-\mathbf{X} \in U)$ for any Borel set $U \in \mathbf{R}^{d}$.

This definition extends to $n$ i.i.d. copies of $\mathbf{X}$ for each $n \in \mathbb{N}$ which justifies the term 'stable' because the sum of i.i.d. random variables has the same distribution as $X$ up to a scale and shift parameter.
Another equivalent way to define $\alpha$-stable random vector is through its characteristic function.
Definition 2.2. A random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)^{T}$ is said to be $\alpha$-stable random vector in $\mathbf{R}^{d}, \alpha \in$ $(0,2]$, if there is a finite measure $\Gamma$ on the unit sphere $\mathcal{S}^{d}$ and a vector $\mu \in \mathbf{R}^{d}$ such that the characteristic function $\Phi_{\alpha}(\mathbf{u}):=E\left(e^{i \mathbf{u}^{T} \mathbf{X}}\right)$ has the following form:
(a) For $\alpha \neq 1$,

$$
\Phi_{\alpha}(\mathbf{u})=\exp \left\{-\int_{\mathcal{S}_{d}}\left|\left(\mathbf{u}^{T} \mathbf{s}\right)^{\alpha}\right|\left(1-i \operatorname{sign}\left(\mathbf{u}^{T} \mathbf{s}\right) \tan \frac{\pi \alpha}{2}\right) \Gamma(d \mathbf{s})+i \mathbf{u}^{T} \boldsymbol{\mu}\right\}
$$

(b) For $\alpha=1$,

$$
\Phi_{\alpha}(\mathbf{u})=\exp \left\{-\int_{\mathcal{S}_{d}}\left|\mathbf{u}^{T} \mathbf{s}\right|\left(1+i \frac{2}{\pi} \operatorname{sign}\left(\mathbf{u}^{T} \mathbf{s}\right) \ln \left(\mathbf{u}^{T} \mathbf{s}\right)\right) \Gamma(d \mathbf{s})+i \mathbf{u}^{T} \boldsymbol{\mu}\right\}
$$

The pair $(\Gamma, \boldsymbol{\mu})$ is unique and is called spectral decomposition. The measure $\Gamma$ is called spectral measure of the stable random vector. The distribution of $\mathbf{X}$ is denoted by $S_{\alpha}(\Gamma, \boldsymbol{\mu})$.

In the symmetric case equations $(a)$ and $(b)$ become the following one
(a') For $0<\alpha \neq 2$,

$$
\Phi_{\alpha}(\mathbf{u})=\exp \left\{-\int_{\mathcal{S}_{d}}\left|\left(\mathbf{u}^{T} \mathbf{s}\right)^{\alpha}\right| \Gamma(d \mathbf{s})+i \mathbf{u}^{T} \boldsymbol{\mu}\right\}
$$

The symmetric $\alpha$-stable distributions are usually denoted by $S \alpha S(\Gamma, \boldsymbol{\mu})$.
Next, we give three important properties of the one-dimensional stable distributions which are used further in the paper.

Property 1. If $X_{i} \sim S_{\alpha}\left(\sigma_{i}, \beta_{i}, \mu_{i}\right), i=1, \ldots, n$ are i.i.d. rv's then

$$
S=\sum_{i=1}^{n} X_{i} \sim S_{\alpha}(\sigma, \beta, \mu)
$$

where

$$
\mu=\sum_{i=1}^{n} \mu_{i}, \quad \sigma=\left(\sigma_{1}^{\alpha}+\ldots+\sigma_{n}^{\alpha}\right)^{1 / \alpha}, \quad \beta=\frac{\beta_{1} \sigma_{1}^{\alpha}+\ldots \beta_{n} \sigma_{n}^{\alpha}}{\sigma_{1}^{\alpha}+\ldots+\sigma_{n}^{\alpha}}
$$

Property 2. If $X \sim S_{\alpha}(\sigma, \beta, \mu)$ then $s X \sim S_{\alpha}(|s| \sigma, \operatorname{sign}(s) \beta, s \mu)$ and $m+X \sim S_{\alpha}(\sigma, \beta, m+\mu)$.
Property 3. Let $Z \sim S_{\alpha^{\prime}}(\sigma, 0,0)$ and let $0<\alpha<\alpha^{\prime}$. Let $Y$ be an $\alpha / \alpha^{\prime}$-stable random variable, totally skewed to the right

$$
Y \sim S_{\alpha / \alpha^{\prime}}\left(\left(\cos \frac{\pi \alpha}{2 \alpha^{\prime}}\right)^{\alpha^{\prime} / \alpha}, 1,0\right)
$$

and assume that $Z$ and $Y$ are independent. Then

$$
X=Y^{1 / \alpha^{\prime}} Z \sim S_{\alpha}(\sigma, 0,0)
$$

This property implies that if $Z$ is a zero mean Gaussian random variable and if $Y$ is a positive $\alpha / 2-$ stable random variable independent of $X$, then

$$
X=Y^{1 / 2} Z
$$

is symmetric $\alpha$-stable. This property implies that every symmetric $\alpha$-stable random variable is conditionally Gaussian.

## $2.2 \alpha$-stable sub-Gaussian distributions

An important subset of the $\alpha$-stable distributions is the class of sub-Gaussian distributions. They are a special case of symmetric $\alpha$-stable distributions, but their spectral measure is always discrete and this allows us to have a tractable expression for the characteristic function. Property 3 plays a crucial role in the investigation of the sub-Gaussian distributions.

Definition 2.3. Let $\mathbf{Z} \sim N\left(0, I_{d}\right)$ be a standard normal random vector in $\mathbf{R}^{d}$. Let $A$ be an $d \times d$ matrix, $\mu \in \mathbf{R}^{d}$, and $Y \sim S_{\alpha / 2}\left(\left(\cos \frac{\pi \alpha}{4}\right)^{2 / \alpha}, 1,0\right)$. Then the random vector $\mathbf{X}$ defined by

$$
\begin{equation*}
\mathbf{X}=\boldsymbol{\mu}+\sqrt{Y} A \mathbf{Z} \tag{2}
\end{equation*}
$$

is called $\alpha$-stable sub-Gaussian random vector.
The matrix $\Sigma=A A^{T}$ is called dispersion matrix of the sub-Gaussian distribution. Equation (2) is equivalent to

$$
\begin{equation*}
\mathbf{X}=\boldsymbol{\mu}+\sqrt{Y} \mathbf{U} \tag{3}
\end{equation*}
$$

where $\mathbf{U} \sim N(0, \Sigma)$. The sub-Gaussian random vector $\mathbf{X}$ inherits its dependence from the underlying normal random vector $\mathbf{U}$. Further in the paper we denote this class of distributions by $S_{\alpha}^{S G}(\Sigma, \boldsymbol{\mu})$. It is a special case of the so called normal mean-variance mixtures.

Property 4. Every sub-Gaussian random vector $\mathbf{X}$ defined as in Definition 2.3 has stable marginals with parameters $\left(\alpha, 0, \sigma_{i} / \sqrt{2}, \mu_{i}\right)$, i.e. $X_{i} \sim S_{\alpha}\left(\sigma_{i} / \sqrt{2}, 0, \mu_{i}\right)$, for $i=1, \ldots, d$, where $\sigma_{i}^{2}$ are the diagonal elements of the dispersion matrix $\Sigma$.

Proof. The property is a direct consequence from Property 3 for $\alpha^{\prime}=2$. Note that by the definition of the stable distribution we have $S_{2}(\sigma, 0,0)$ is Gaussian distribution with standard deviation $\sigma \sqrt{2}$. Applying Property 2 for the constant term $\boldsymbol{\mu}$ concludes the proof.

Definition 2.4. The random vector $\mathbf{X}$ is said to have a (multivariate) normal mean-variance mixture distribution if

$$
\mathbf{X} \stackrel{d}{=} \boldsymbol{\mu}+Y \boldsymbol{\gamma}+\sqrt{\mathbf{Y}} A \mathbf{Z}
$$

where
(i) $\mathbf{Z} \sim N\left(0, I_{k}\right)$;
(ii) $Y \geq 0$ is a non-negative, scalar-valued $r v$ which is independent of $\mathbf{Z}$;
(iii) $A \in \mathbf{R}^{d \times k}$ is a matrix; and
(iv) $\boldsymbol{\mu}$ and $\gamma$ are parameter vectors in $\mathbf{R}^{d}$.

In this case we have that

$$
\mathbf{X} \mid Y=y \sim N(\boldsymbol{\mu}+y \boldsymbol{\gamma}, y \Sigma)
$$

where $\Sigma=A A^{T}$ and it is clear why such distributions are known as mean-variance mixtures of normals. The characteristic function of $\mathbf{X}$ is given by

$$
\begin{equation*}
\Phi_{\mathbf{X}}(\mathbf{u})=e^{i \mathbf{u}^{T} \boldsymbol{\mu}} \hat{H}\left(\frac{1}{2} \mathbf{u}^{T} \Sigma \mathbf{u}-i \mathbf{u}^{T} \gamma\right) \tag{4}
\end{equation*}
$$

where $\hat{H}(s)=\mathbf{E} e^{-s Y}$ is the Laplace-Stieltjes transform of the mixing rv $Y$, which is also called subordinator. In our particular case $Y \sim S_{\alpha / 2}\left(\left(\cos \frac{\pi \alpha}{4}\right)^{2 / \alpha}, 1,0\right)$, and $\hat{H}(s)=e^{-s^{\alpha / 2}}$. In this way using (4) with the particular form of $\hat{H}$ we obtain the characteristic function of the $\alpha$-stable sub-Gaussian distribution formulated in the following proposition.

Proposition 2.1. The characteristic function of the $\alpha-$ stable sub-Gaussian random vector $\mathbf{X} \sim S_{\alpha}^{S G}(\Sigma, \boldsymbol{\mu})$, defined by (2), has the form

$$
\begin{equation*}
\Phi_{\alpha}^{S G}(\mathbf{u})=e^{i \mathbf{u}^{T} \boldsymbol{\mu}} e^{-\left(\frac{1}{2} \mathbf{u}^{T} \Sigma \mathbf{u}\right)^{\alpha / 2}} \tag{5}
\end{equation*}
$$

For $\alpha$-stable sub-Gaussian random vectors, we do not need the spectral measure $\Gamma$ in the characteristic function. This fact simplifies the fit and the simulation of such distributions. The $\alpha$-stable sub-Gaussian distributions are a special subclass of the multivariate symmetric stable distributions, and therefore they are elliptical distributions. It is well known that the elliptical distributions do not allow for modeling different lower and upper tail dependence. Therefore, in the next section we define a modification of the classical $\alpha$-stable sub-Gaussian distribution allowing for asymmetry.

## 3 Skewed sub-Gaussian Distributions

Definition 3.1. Let $\mathbf{Z} \sim N\left(0, I_{d}\right)$ be a standard normal random vector in $\mathbf{R}^{d}$. Let $A$ be a $d \times d$ matrix, $\boldsymbol{\mu} \in \mathbf{R}^{d}$, and $Y \sim S_{\alpha / 2}\left(\left(\cos \frac{\pi \alpha}{4}\right)^{2 / \alpha}, 1,0\right)$ and let $\rho \in(0,1)$. For each $i=1, \ldots, d$ define the random variable $W_{i} \sim S_{\alpha}\left(\rho^{1 / \alpha}, \rho^{-1} \beta_{i}, 0\right)$ independent of $Y$ and $W_{j}, j \neq i$, where $\beta_{i}=\beta_{i}(\rho) \in(-\rho, \rho)$. Then the random vector $\mathbf{X}$ defined by

$$
\begin{equation*}
\mathbf{X}=\boldsymbol{\mu}+\mathbf{W}+(1-\rho)^{1 / \alpha} \sqrt{Y} A \mathbf{Z} \tag{6}
\end{equation*}
$$

where $\mathbf{W}=\frac{1}{\sqrt{2}}\left(W_{1} \sigma_{1}, \ldots, W_{d} \sigma_{d}\right)^{T}$ and $\sigma_{i}^{2}$ is the $i$-th diagonal element of $\Sigma=A A^{T}$, is called skewed sub-Gaussian random vector with parameters $(\Sigma, \boldsymbol{\beta}, \boldsymbol{\mu}, \rho)$ with skewness parameter $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{d}\right)^{T}$.
The family of the skewed sub-Gaussian distributions will be denoted by $S_{\alpha}^{S S G}(\Sigma, \boldsymbol{\beta}, \boldsymbol{\mu}, \rho)$, i.e. we write $\mathbf{X} \sim S_{\alpha}^{S S G}(\Sigma, \boldsymbol{\beta}, \boldsymbol{\mu}, \rho)$ for the random vector $\mathbf{X}$ defined by (6).

Property 5. Every slewed sub-Gaussian random vector $\mathbf{X}$ defined as in Definition 3.1 has asymmetric stable marginals with parameters $\left(\alpha, \beta_{i}, \sigma_{i} / \sqrt{2}, \mu_{i}\right)$, i.e. $X_{i} \sim S_{\alpha}\left(\sigma_{i} / \sqrt{2}, \beta_{i}, \mu_{i}\right)$, for $i=1, \ldots, d$.

Proof. From (6) for each $i=1, \ldots, d \mathrm{f}$ we have

$$
\begin{equation*}
\mathbf{X}=\boldsymbol{\mu}+\mathbf{W}+(1-\rho)^{1 / \alpha} \sqrt{Y} A \mathbf{Z}=\boldsymbol{\mu}+\mathbf{W}+(1-\rho)^{1 / \alpha} \mathbf{C} \tag{7}
\end{equation*}
$$

where $\mathbf{C}$ is sub-Gaussian vector. By applying Property 4 for the marginals of $\mathbf{C}$ and by the independence of $\mathbf{W}, Y$ and $\mathbf{Z}$ we obtain

$$
\begin{align*}
X_{i}=\mu_{i}+\frac{1}{\sqrt{2}} W_{i} \sigma_{i} & +(1-\rho)^{1 / \alpha} C_{i} \sim \mu_{i}+\frac{\sigma_{i}}{\sqrt{2}} S_{\alpha}\left(\rho^{1 / \alpha}, \rho^{-1} \beta_{i}, 0\right)+ \\
& +(1-\rho)^{1 / \alpha} S_{\alpha}\left(\frac{\sigma_{i}}{\sqrt{2}}, 0,0\right) \tag{8}
\end{align*}
$$

Now from Property 1 and Property 2 we have

$$
\begin{gather*}
X_{i} \sim \mu_{i}+S_{\alpha}\left(\frac{\sigma_{i}}{\sqrt{2}} \rho^{1 / \alpha}, \rho^{-1} \beta_{i}, 0\right)+S_{\alpha}\left(\frac{\sigma_{i}}{\sqrt{2}}(1-\rho)^{1 / \alpha}, 0,0\right) \\
\sim S_{\alpha}\left(\frac{\sigma_{i}}{\sqrt{2}}, \beta_{i}, \mu_{i}\right) \tag{9}
\end{gather*}
$$

The skewed sub-Gaussian multivariate distribution depends on a new scalar parameters $\rho \in(0,1)$ and $\beta_{i} \in(-\rho, \rho)$. This restriction shows that the skewness of all the marginals is controlled by a single parameter $\rho \in(0,1)$. The distribution is not anymore a member of the elliptical class. It is characterized by the following theorem.
Theorem 3.1. Let $\mathbf{X} \sim S_{\alpha}^{S S G}(\Sigma, \boldsymbol{\beta}, \boldsymbol{\mu}, \rho)$ be a skewed sub-Gaussian random vector. Then the characteristic function of $\mathbf{X}$ is given by

$$
\begin{align*}
\Phi_{\alpha}^{S S G}(\mathbf{u})= & \exp \left\{i \mathbf{u}^{T} \boldsymbol{\mu}-\frac{1}{2}(1-\rho)\left(\mathbf{u}^{T} \Sigma \mathbf{u}\right)^{\alpha / 2}-\right. \\
& \left.-\rho 2^{-\alpha / 2} \sum_{j=1}^{d}\left(\left|u_{j}\right|^{\alpha} \sigma_{j}^{\alpha}\left(1-i \frac{\beta_{j}}{\rho} \operatorname{sign}\left(u_{j}\right) \mathrm{C}\left(u_{j}, \alpha\right)\right)\right)\right\} \tag{10}
\end{align*}
$$

where $\mathrm{C}(u, \alpha)=\tan \frac{\pi \alpha}{2}$ for $\alpha \neq 1$, and $\mathrm{C}(u, 1)=-\frac{2}{\pi} \ln |u|$. Moreover,
(1) $\mathbf{X} \xrightarrow{d} \mathbf{X}^{0} \sim S_{\alpha}^{S G}(\Sigma, \boldsymbol{\mu})$, as $\rho \rightarrow 0$;
(2) $\mathbf{X} \xrightarrow{d} \mathbf{X}^{1}$, which is a multivariate $\alpha-$ stable vector with independent components as $\rho \rightarrow 1$.

Proof. We calculate the respective limits in the characteristic function (10) when $\rho \rightarrow 0$ and $\rho \rightarrow 1$. When $\rho \rightarrow 0$ we use the fact that $\beta_{i} / \rho<1$ (since $\beta_{i}$ depends on $\rho$ ) in order to obtain $\Phi_{\alpha}^{S S G}(\mathbf{u}) \rightarrow \Phi_{\alpha}^{S G}(\mathbf{u})$, where $\Phi_{\alpha}^{S G}(\mathbf{u})$ is defined by (5) in Proposition 2.1.
When $\rho \rightarrow 1$ we have

$$
\Phi_{\alpha}^{S S G}(\mathbf{u}) \rightarrow \exp \left\{i \mathbf{u}^{T} \mu-2^{-\alpha / 2} \sum_{j=1}^{d}\left(\left|u_{j}\right|^{\alpha} \sigma_{j}^{\alpha}\left(1-i \frac{\beta_{j}}{\rho} \operatorname{sign}\left(u_{j}\right) \mathrm{C}\left(u_{j}, \alpha\right)\right)\right)\right\}
$$

which is the characteristic function of $\mathbf{W}$, i.e. an $\alpha$-stable vector of independent components. This completes the proof.

|  | $\alpha$ (tail) | $\beta$ (skew) | $\sigma$ (scale) | $\mu$ (location) | S\&P 500 | Microsoft |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S\&P 500 | 1.65 | -0.30 | 0.0057 | 0.0056 | 1 | 0.655 |
| Microsoft | 1.65 | 0.28 | 0.0081 | 0.0011 | 0.655 | 1 |

Table 1: S\&P 500 and Microsoft estimations based on 3 years of daily data

## 4 Simulation

Both sub-Gaussian and the proposed skewed sub-Gaussian distributions posses convenient stochastic representations. Thus the task of sampling from those distributions is reduced to sampling from multivariate Gaussian distribution and sampling from one-dimensional $\alpha$-stable distribution.
The problem of simulating from a multivariate Gaussian distribution is well studied and it can be solved by applying singular value decomposition to the covariance and for example Box-Muller method for sampling from a standard normal distribution.
In order to simulate from an $\alpha$-stable distribution $S_{\alpha}(\sigma, \beta, \mu)$ we can rely on the following algorithm:

- Generate $U$ from $U\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ (uniformly distributed in the interval $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ ) and $E$ from $\operatorname{Exp}(1)$ (exponentially distributed with mean 1 ).
- For $\alpha \neq 1$ compute

$$
\begin{equation*}
X=\mu+\sigma\left(1+\beta^{2} \tan ^{2} \frac{\pi \alpha}{2}\right)^{\frac{1}{2 \alpha}} \cdot \frac{\sin (\alpha(U+B))}{(\cos (U))^{\frac{1}{\alpha}}} \cdot\left(\frac{\cos (U-\alpha(U+B))}{E}\right)^{\frac{1-\alpha}{\alpha}} \tag{11}
\end{equation*}
$$

where

$$
B=\frac{1}{\alpha} \arctan \left(\beta \tan \frac{\pi \alpha}{2}\right)
$$

- For $\alpha=1$ compute

$$
\begin{equation*}
X=\mu+\sigma \frac{2}{\pi}\left(\beta \log \sigma+\left(\frac{\pi}{2}+\beta U\right) \tan U-\beta \log \left(\frac{\frac{\pi}{2} E \cos U}{\frac{\pi}{2}+\beta U}\right)\right) \tag{12}
\end{equation*}
$$

Rigorous proof and deviation of the above algorithm based on the Chambers-Mallows-Stuck method can be found in [1], [8] and [9].

## 5 Example

In this section we provide some empirical results and produce simulations for the series of Standard \& Poors 500 (SPX) index and Microsoft (MSFT). The multivariate distribution is fitted on the log-return series $r_{t}$ which is obtained from the price series $p_{t}$ using the following transformation

$$
r_{t}=\log \left(\frac{r_{t}}{r_{t-1}}\right) .
$$

We use 750 daily log-returns (which is approximately 3 years of data) up to 27 Aug 2013 .
Utilizing MLE approach (see [6]) we estimate the asymmetric stable parameters for the two series. Numbers are available in Table 1.
We also estimate the correlation matrix of the two series and use it to approximate the dispersion matrix of the sub-Gaussian component.
Comparison between historically observed log-returns and simulations using different multivariate models — multivariate Gaussian, sub-Gaussian and skewed sub-Gaussian with $\rho=0.3$ is provided in Figure 2.



Figure 1: 750 S\&P 500 and MSFT daily log-returns up to 27 Aug 2013


Figure 2: Historical and simulated returns of S\&P 500 vs MSFT

## 6 Summary

We use the asymmetric stable distributions and their appealing properties to extend and add skew to the sub-Gaussian multivariate distribution. The derived distribution depends on a skew-weight parameter $\rho \in$
$(0,1)$. We obtain the limiting distributions in case $\rho$ tends to 0 (the regular sub-Gaussian distribution) and 1 (multivariate stable distribution with independent components).
Simulation techniques for the asymmetric stable distributions and hence for the sub-Gaussian and skewed sub-Gaussian distributions are outlined. We also present some empirical results using the proposed distribution although its estimation is still an open question.
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#### Abstract

The application of the MDL principle to discern from which distribution a sample originates is discussed with the focus is on the general class of spherical distributions. Their trivial generalization the elliptical distributions are widely used in financial theory and have properties that enable us to calculate a closed form solution of their distribution complexity. The MDL principle and its codelength/model interpretation is discussed first, as well as its application in model selection. Then the NML model is introduced as a suitable choice and its equivalent formulation as the model complexity is explored. After that the distribution complexity is presented as a solution of the problem of infinite model complexity, with the rest of the paper exposing the main result - the calculation of the distribution complexity for spherical distributions. The analytical formulas for the distribution complexity are explicitly shown in three cases - the Gaussian distribution, the Student-T distribution and the Laplace distribution. Thoughts on their interpretation of the change of complexity with the size of the sample are presented with a somewhat surprising characterization of the NML model for the spherical distributions that has potential impact on robust estimation.
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## 1 Introduction

The problem discussed in this paper is problem of determining the distribution of a sample using the Minimum Description Length principle (MDL). The choice of distributions is the general class of spherical distributions.
This problem of model selection is one of the classical problems in statistics. Using a naïve approach to selection using the Neyman-Pearson lemma runs into problems as soon as the simple exact two distribution test is extended to a continuum of hypotheses.
Naturally a more sophisticated Bayesian approach like that of [1] yields more convincing results by casting the problem into a Bayesian framework, however there is something deeply unsatisfying in assigning subjective prior probabilities. Using Jeffreys' objective priors instead turns out to be very closely related to the MDL principle.
The Minimum Description Length principle (MDL) in its most basic form states that the more the data generated by a process can be compressed, the more we know about it. This simple idea has some very interesting applications and is presented briefly in section 2.
The purpose of this paper is to present the surprising result that in a very important sense all spherical distributions have identical descriptive power.

[^8]
## 2 Minimum Description Length Principle

A classic example problem used in the inspirational paper of Kolmogorov [2] is that if you are charged with the task of transmitting three sequences of a million symbols, each 0 or 1 , like the following

- $0101010101010101010101010101010101010 \ldots$
- $1101100111111101111110110011111111111 \ldots$
- 1010101000111010001110100011101011110...
you can certainly do better than transmitting the whole sequence bit by bit, if you exploit the regularities in the data.
In each of those cases knowledge of the patterns in the data would allows more effective transmission, which is why the MDL principle equates knowledge with compression. The first sequence is just 01 repeated, so sending this instruction instead is quite a lot faster. The second has about 9 ones for each zero, so long strings of ones can be encoded with shorter codes than strings of zeroes, and transmitted by shorter codes than the trivial. For the third not much can be done, as it is generated random and independent with equal probabilities of 0 and 1 .
Regrettably allowing the use of any code renders the problem of finding the shortest codes uncomputable. The main insight of Rissanen is for the MDL principle to restrict the set of codes to those corresponding to probability distributions. In addition the distributions are only used as a description method and are not assumed to actually generate the modeled process.
Suppose there is a random variable $X$ with distribution $f$. There is an optimal code called Shannon-Fano code for $X$ that encodes an obvservation $x$ with a codeword with length

$$
\begin{equation*}
L(x)=-\ln f(x)+\Delta \tag{1}
\end{equation*}
$$

where $\Delta$ is a constant dependent only on the desired precision of $x$, so is usually skipped.
Most research in the area is focused on extending this and finding suitable coding schemes when there are many possible distributions for $X$. In the literature a set of distributions with some defining characteristic (e.g. the set of all normal distributions) is called a model. For each distribution there is an optimal code, namely the Shannon-Fano code. A single distribution that approximates all distributions in a model "well" is called an universal model and the main line of research on the MDL principle is the discovery and application of those models.
More general overview of the MDL principle can be found in [3] and one focused on statistical modelling in [4].
In this paper the Normalized Maximum Likelihood model is used, first introduced in [5] and subsequently thoroughly explored for various problems. It is defined as follows: suppose a sample is to be modeled using a parametric family with parameter $\theta$ and have its MLE $\hat{\theta}(x)$. A natural idea is to use code with length

$$
L_{N M L}(x)=-\ln f(x \mid \hat{\theta}(x))+\ln \int f(y \mid \hat{\mu}(y), \hat{\sigma}(y)) d y=-\ln f(x \mid \hat{\theta}(x))+\operatorname{COMP}_{n}(f)
$$

The last term is called the complexity of the model and the NML model is defined only when $\operatorname{COMP}_{n}(f)<$ $\infty$.
This is the basis for the stochastic complexity (SC) criterion for model selection: having a finite number of competing models, encode the sample using the NML distribution for each model and choose the one having the smallest codelength $L_{N M L}^{\mathcal{M}}(x)$. The chosen model is the best description of the data at hand.
The main result in this paper is the computation of the model complexity for the spherical distributions and the fact that they are all in some sense equivalent.

## 3 Scale-location families

In this section some basic definitions and previous results are provided as discussed in [6].
As it turns out for scale-location families the model complexity is infinite. There are several ways to deal with the infinities, most notable of which are the renormalization by complexity conditional on the data space as presented in [7] and the usage of complexity conditional on the parameter space as in [8]. The first approach allows comparison between different distributions, but the renormalization step is not really needed.
A scale-location family is a family of distributions having p.d.f. $f\left(\mathbf{x}^{n} \mid \mu, \sigma\right)$ for which a function $g\left(\mathbf{y}^{n}\right)$ exists satisfying

$$
f\left(\mathbf{x}^{n} \mid \mu, \sigma\right)=\sigma^{-n} g\left(\frac{\mathbf{x}^{n}-\mu}{\sigma}\right)
$$

The model complexity for many families, including the above, turns out to be infinite, so a natural choice is to use the complexity conditional on $x^{n}$. This has been studied in [6] and the following important decomposition applies (Theorem 1, pp. 109):

$$
\left.\begin{array}{rl}
C O M P & (\mathcal{M} \mid\{-R
\end{array}\right)
$$

The last term is called the distribution complexity, because it does not depend on the restriction of $\mathbf{x}^{n}$, freeing the model comparison procedure of the arbitrary bounds $R$ and $D$. It is defined as

$$
D C_{n}(\mathcal{M})=\mathbb{E}_{\mathbf{Y}^{n}}\left[\delta\left(\hat{\mu}\left(\mathbf{Y}^{n}\right)\left(1-\hat{\sigma}\left(\mathbf{Y}^{n}\right)\right)\right)\right]=\int \delta\left(\mu\left(Y^{n}\right)\right) \delta\left(1-\sigma\left(Y^{n}\right)\right) g\left(y^{n}\right) d y^{n}
$$

where $\mathbf{Y}^{n} \sim g\left(\mathbf{y}^{n}\right)$ and $\delta$ is the Dirac delta function.

## 4 Elliptical distributions

Let $f(x)$ be an arbitrary univariate distribution satisfying $f(x)=c h(x)$ for an even functon $h$ and a normalizing constant $c$. The multivariate spherical generalization of $g$ is defined as

$$
f\left(x^{n} \mid \mu, \sigma\right)=c \sigma^{-n} h\left(\sigma^{-2}\left(x^{n}-\mu\right)^{T}\left(x^{n}-\mu\right)\right)
$$

The defining feature of a spherical family is that $\bar{x}=\frac{1}{n} \sum x_{i}$ and $s^{2}=\frac{1}{n} \sum\left(x_{i}-\bar{x}\right)^{2}$ are sufficient statistics for $\mu$ and $\sigma$. If in addition $h$ is decreasing and differentiable and $w_{0}$ is the smallest non-negative solution of $-\frac{2}{n} w \frac{\partial h}{\partial w}(w)=h(w)$, then the MLEs for $(\mu, \sigma)$ are $\hat{\mu}=\bar{x}$ and $\hat{\sigma}^{2}=\frac{n}{w_{0}} s^{2}$. Thus the spherical family can be re-parameterized to have $\hat{\sigma}^{2}=s^{2}$ by multiplying $\sigma$ by $\sqrt{\frac{n}{w_{0}}}$.
Note: Other parameterizations require different conditions on the model complexity in order to use the same region of $\mathbf{x}^{n}$ between models, which cancels their effect on the distribution complexity.
Using this parameterization allows direct application of the results for scale-location family from section 3. Combined with the application of the properties of the $\delta$-function and the fact that on the peak of the distribution's p.d.f. its value is equal to $c \cdot h(n)$ (hence is independent of the sample), an analytic formula for model complexity can be obtained as follows

$$
D C_{n}(\mathcal{M})=\quad 2 n^{2} \int_{2 n-2 q-p^{2}>0} g\left(y^{n-2}, y_{n-1}(\cdot), y_{n}(\cdot)\right)\left(2 n-2 q-p^{2}\right)^{-\frac{1}{2}} d y^{n-2}=
$$



Figure 1: The distribution complexity of various distributions vs sample size.

$$
=\frac{2 n^{\frac{n}{2}} \pi^{\frac{n-1}{2}}}{\Gamma\left(\frac{n-1}{2}\right)}[c \cdot h(n)]
$$

So for any spherical distribution satisfying the above relatively weak conditions allow an analytic formula for the model complexity. After substituting the likelihood evaluated at the MLE is $f(x \mid \hat{\theta}(x))=s^{-n} c \cdot h(n)$, the codelength used in the SC becomes

$$
L_{N M L}(x)=n \ln s-\ln [c \cdot h(n)]+\ln \frac{2 n^{\frac{n}{2}} \pi^{\frac{n-1}{2}}}{\Gamma\left(\frac{n-1}{2}\right)}+\ln [c \cdot h(n)]=n \ln s+\ln \frac{2 n^{\frac{n}{2}} \pi^{\frac{n-1}{2}}}{\Gamma\left(\frac{n-1}{2}\right)}
$$

which does not depend on the actual spherical distribution, so regrettably it cannot be used to distinguish between the spherical distributions.

## 5 Examples: Normal, Student-T and Laplace

In addition to the classical result for the complexity of the normal distribution, two more distributions' compexities are plotted on figure 1:

$$
D C_{n}(\mathcal{M})= \begin{cases}\frac{2\left(\frac{n}{2}\right)^{\frac{n}{2}} e^{-\frac{n}{2}}}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)} & \text { for the Gaussian distribution } \\ \frac{2 n^{\frac{n}{2}} \Gamma\left(\frac{n+\nu}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right) \nu^{\frac{n}{2}} \Gamma\left(\frac{\nu}{2}\right)}\left(1+\frac{n}{\nu}\right)^{-\frac{n+\nu}{2}} & \text { for the Student-T distribution } \\ \frac{n^{n} \Gamma\left(\frac{n}{2}\right)}{2 \sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right) \Gamma(n)} e^{-n} & \text { for the Laplace distribution }\end{cases}
$$

## 6 Conclusions

The fact that the spherical distributions have complexity that offsets exactly their log-likelihood is surprising and it shows that the fitting method is actually the one responsible for the model complexity in the NML model, not the distribution itself. This means that for robust estimators, where a computing method for the parameters is usually described instead of a distribution, the model complexity as defined by Shtarkov in [5] can be extended to be used for any method of fitting and is a sensible way to measure its model complexity. A classical result is that for the Student-T distribution there is no MLE for $\mu, \sigma$ and the degrees of freedom $\nu$ simultaneously. This is caused by the fact that the derivative of the likelihood is positive for all $\nu$, however it can be interpreted through the fact that the model complexity increases with $\nu$ and the log-likelihood's bias toward choosing the more complex model. Accounting for the model complexity in the SC criterion will also fail to choose a model, but for a different reason - because of the indifference to the actual distribution, as long as it is spherical.
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#### Abstract

In [3], a new method has been presented for making inference about the tail of samples coming from unknown heavy-tailed distribution. Method is based on asymptotic properties of the empirical structure function, a variant of statistic that resembles usual sample moments. Using this approach one can successfully inspect the nature of the tail of the underlying distribution, as well as provide estimated values on the unknown tail index. Here we briefly describe the method and test its performance on some simulated and real world data by comparing it with the well known Hill estimator.
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## 1 Introduction

Heavy-tailed distributions are of considerable importance in modeling a wide range of phenomena in finance, geology, hydrology, physics, queuing theory and telecommunication. Since the work of Mandelbrot [4], where stable distributions with index less than 2 have been advocated for describing fluctuations of cotton prices, there has been an exhausting research concerning the use of heavy-tailed distribution in the context of finance.
We define that the distribution of some random variable $X$ is heavy-tailed with index $\alpha>0$ if it has a regularly varying tail with index $-\alpha$, i.e.

$$
P(|X|>x)=\frac{L(x)}{x^{\alpha}}, \quad|x| \rightarrow \infty
$$

where $L(t), t>0$, is a slowly varying function, i.e., $L(t x) / L(x) \rightarrow 1$ as $|x| \rightarrow \infty$, for every $t>0$. In particular, this implies that $E|X|^{q}<\infty$ for $q<\alpha$ and $E|X|^{q}=\infty$ for $q>\alpha$, which can be used as the alternative definition. We are interested in the estimation of the unknown tail index $\alpha$, measuring the "thickness" of the tails, based on the finite data sample with no additional assumptions on the distribution of the data.
There exists a range of estimators for this particular problem. The most well known estimators are the Pickand's, Hill and moment estimator by Dekkers, Einmahl and de Haan. A nice survey of these estimators and their properties can be found in [2] and [1]. Tail index estimators are usually based on upper order statistics and their asymptotic properties. As an alternative, [5] proposed an estimator based on the asymptotics of the partial sum. In this paper we present a novel approach given in [3]. We evaluate the performance of this estimator on some real world examples and compare it with probably the most popular one, the Hill estimator.

[^9]
## 2 Estimation method

The estimator presented in [3] is based on asymptotic properties of the empirical structure function (also called partition function), a kind of statistic that resembles usual sample moments. More precisely, given a sample $X_{1}, \ldots, X_{n}$ coming from a strictly stationary stochastic process $\left\{X_{t}, t \in \mathbb{Z}_{+}\right\}$(discrete time) or $\left\{X_{t}, t \in \mathbb{R}_{+}\right\}$(continuous time) which has a heavy-tailed marginal distribution with unknown tail index $\alpha$, define

$$
\begin{equation*}
S_{q}(n, t)=\frac{1}{\lfloor n / t\rfloor} \sum_{i=1}^{\lfloor n / t\rfloor}\left|\sum_{j=1}^{\lfloor t\rfloor} X_{t(i-1)+j}\right|^{q} \tag{1}
\end{equation*}
$$

where $q>0$ and $1 \leq t \leq n$. In words, we partition the data into consecutive blocks of length $\lfloor t\rfloor$, then sum each block and take the power $q$ of the absolute value of the sum. Finally, we average over all $\lfloor n / t\rfloor$ blocks. Notice that for $t=1$ one gets the usual empirical $q$-th absolute moment.
Asymptotic properties of $S_{q}(n, t)$ have been considered before in the context of multifractality detection (see [3] and the references therein). Instead of keeping $t$ fixed, we take it to be of the form $t=n^{s}$ for some $s \in(0,1)$, which allows the blocks to grow as the sample size increases. It is clear that then $S_{q}\left(n, n^{s}\right)$ will diverge since $s>0$. The quantity of interest is the rate of divergence of this statistic, i.e. we consider the limiting behavior of $\ln S_{q}\left(n, n^{s}\right) / \ln n$. This has been established in [3] under the assumptions of strict stationarity of the sequence $X_{t}, t \in \mathbb{Z}_{+}$and mild dependence condition in the form of the strong mixing property with an exponentially decaying rate (for details see [3]). It is also assumed that the expectation is zero in case when it is finite. The proof of the theorem can be found in [3].

Theorem 2.1. Suppose $X_{t}, t \in \mathbb{Z}_{+}$is a strictly stationary sequence that has a strong mixing property with an exponentially decaying rate and suppose that $X_{t}, t \in \mathbb{Z}_{+}$has a heavy-tailed marginal distribution with tail index $\alpha>0$. Suppose also that $E X_{i}=0$ when $\alpha>1$. Then for $q>0$ and every $s \in(0,1)$

$$
\frac{\ln S_{q}\left(n, n^{s}\right)}{\ln n} \xrightarrow{P} R_{\alpha}(q, s):= \begin{cases}\frac{s q}{\alpha}, & \text { if } q \leq \alpha \text { and } \alpha \leq 2  \tag{2}\\ s+\frac{q}{\alpha}-1, & \text { if } q>\alpha \text { and } \alpha \leq 2 \\ \frac{s q}{2}, & \text { if } q \leq \alpha \text { and } \alpha>2 \\ \max \left\{s+\frac{q}{\alpha}-1, \frac{s q}{2}\right\}, & \text { if } q>\alpha \text { and } \alpha>2\end{cases}
$$

as $n \rightarrow \infty$, where $\xrightarrow{P}$ stands for convergence in probability.
It is clear that the limit considered in the preceding theorem heavily depends on the tail index $\alpha$, which makes it possible to make inference about the unknown tail index. First notice that if for some nonnegative sequence $\left\{Z_{n}\right\}$ of random variables $\ln Z_{n} / \ln n \xrightarrow{P} a \in \mathbb{R}$, then for some function $M$ such that $\ln M(n) / \ln n \rightarrow 0, Z_{n} / n^{a} M(n) \xrightarrow{d} Z$ as $n \rightarrow \infty$, where $Z$ is a random variable not identically equal to zero (possible degenerate). So, it follows from Theorem 2.1 that $\varepsilon_{n}:=\frac{S_{q}\left(n, n^{s}\right)}{n^{R_{\alpha}(q, s) M(n)}} \xrightarrow{d} \varepsilon$, where $\varepsilon$ is a random variable not identically equal to zero. By simply rewriting this, one arrives at the

$$
\begin{equation*}
\frac{\ln S_{q}\left(n, n^{s}\right)}{\ln n}=R_{\alpha}(q, s)+\frac{\ln M(n)}{\ln n}+\frac{\ln \varepsilon_{n}}{\ln n} \tag{3}
\end{equation*}
$$

This equation can be seen as the regression model. The term $\ln \varepsilon_{n} / \ln n$ can be considered as an error term in the regression of $\ln S_{q}\left(n, n^{s}\right) / \ln n$ on $q$ and $s$. One should count on the intercept in the model, in order to compensate for the $\ln M(n) / \ln n$ term. The possible nonzero mean of an error can be subtracted and considered as a part of the intercept.
The basic idea of the approach presented in [3] is to estimate the tail index $\alpha$ by the means of Equation (3). To avoid bivariate regression, one can assume the limit is linear in $s$, i.e. $R_{\alpha}(q, s)=\tau(q) s+c(q)$. This
holds exactly except in the case $q>\alpha>2$. By theoretically regressing $\ln S_{q}\left(n, n^{s}\right) / \ln n$ on $s$, for a range of values $s \in(0,1)$, one gets the expression for $\tau(q)$ (notice that this is obvious in case $\alpha \leq 2$ ):

$$
\tau(q)= \begin{cases}\frac{q}{\alpha}, & \text { if } 0<q \leq \alpha \& \alpha \leq 2  \tag{4}\\ 1, & \text { if } q>\alpha \& \alpha \leq 2 \\ \frac{q}{2}, & \text { if } 0<q \leq \alpha \& \alpha>2 \\ \frac{q}{2}+\frac{2(\alpha-q)^{2}(2 \alpha+4 q-3 \alpha q)}{\alpha^{3}(2-q)^{2}}, & \text { if } q>\alpha \& \alpha>2\end{cases}
$$

$\tau(q)$ is refereed to as the scaling function. When $\alpha$ is large, i.e., $\alpha \rightarrow \infty$, it follows from (4) that $\tau(q)=q / 2$. This corresponds to data coming from a distribution with all moments finite, e.g., an independent normally distributed sample. This line will be referred to as the baseline. Theoretical plots of scaling functions for a range of $\alpha$ values are shown in Fig. 1. It is clear that the shape of the scaling function is heavily influenced by the value of tail index $\alpha$.

Figure 1: Plots of scaling function $\tau(q)$ against the moment $q$


The baseline is shown by a dashed line. The case $\alpha \leq 2(\alpha=0.5,1.0,1.5)$ and $\alpha>2(\alpha=2.5,3.0,3.5,4.0)$ are shown by dot-dashed and solid lines, respectively.

Having a finite data sample, one can estimate $\tau(q)$ in a single point $q$ as the slope in the simple linear regression model by regressing $\ln S_{q}\left(n, n^{s}\right) / \ln n$ on $s$, for a range of values of $s \in(0,1)$. More precisely, fix $q>0$ and for $s_{i} \in(0,1), i=1, \ldots, m$ calculate $S_{i}=\ln S_{q}\left(n, n^{s_{i}}\right) / \ln n, i=1, \ldots, m$ based on the data sample. Now, estimate the value of the scaling function at the point $q$ as

$$
\begin{equation*}
(\hat{\tau}(q), \hat{b})=\underset{(a, b) \in \mathbb{R}^{2}}{\arg \min } \sum_{i=1}^{m}\left(S_{i}-a s_{i}-b\right)^{2} \tag{5}
\end{equation*}
$$

Repeating this for a range of $q$ makes it possible to give a plot of empirical scaling function $\hat{\tau}$. By comparing empirical scaling function with Fig. 1, one can make inference about the nature of the tails of the underlying distribution. Moreover, by minimizing the difference between the theoretical scaling function (4) and the empirical one $\hat{\tau}(q)$ for some range of $q \in\left(0, q_{\max }\right)$ one can find the estimate for $\alpha$. More precisely, for points $q_{i} \in\left(0, q_{\max }\right), i=1, \ldots, n$, estimate $\tau_{i}=\hat{\tau}\left(q_{i}\right)$ by the means of Equation (5). Estimator is defined as

$$
\begin{equation*}
\hat{\alpha}=\underset{\alpha \in(0, \infty)}{\arg \min } \sum_{i=1}^{m} \sum_{j=1}^{k}\left(\tau_{i}-\tau\left(q_{i}\right)\right)^{2} . \tag{6}
\end{equation*}
$$

Method is divided in two cases, $\alpha \leq 2$ and $\alpha>2$, in order to simplify the estimation procedure. Cases can be distinguished graphically by plotting the empirical scaling function.

## 3 Examples and comparison with Hill estimator

In this section we test the performance of estimator (6) on some known data sets and compare it with the Hill estimator. Let $X_{(1)} \geq X_{(2)} \geq \cdots \geq X_{(n)}$ denote the order statistics of the sample $X_{1}, X_{2}, \cdots X_{n}$, and $k_{n}$ be a sequence of positive integers satisfying $1 \leq k_{n}<n, \lim _{n \rightarrow \infty} k_{n}=\infty$, and $\lim _{n \rightarrow \infty}\left(k_{n} / n\right)=0$. The Hill estimator based on $k_{n}$ upper order statistics is

$$
\begin{equation*}
\hat{\alpha}_{k_{n}}=\left(\frac{1}{k_{n}} \sum_{i=1}^{k_{n}} \log \frac{X_{(i)}}{X_{\left(k_{n}+1\right)}}\right)^{-1} \tag{7}
\end{equation*}
$$

Hill estimator is known to be weakly consistent as well as strongly consistent and asymptotically normal under certain conditions. For details see [2]. However, performance of the Hill estimator is heavily influenced by the choice of $k_{n}$. There is no generally accepted method on how to choose $k_{n}$, and it is usually recommended to plot the values for a range of $k_{n}$ values and to look for the part of the graph where the value stabilizes. The resulting plot is usually called Hill plot.

### 3.1 Example 1-non-constant slowly varying function in the tail

Hill estimator is known to behave poorly if the slowly varying function in the tail is far away from constant. We compare this behavior with the performance of the estimator (6). Consider two distribution $F_{1}, F_{2}$ defined by their survival functions

$$
\begin{gather*}
\bar{F}_{1}(x)=1-F_{1}(x)=\frac{1}{x^{\frac{3}{2}}}, \quad x \geq 1  \tag{8}\\
\bar{F}_{2}(x)=1-F_{2}(x)=\frac{e^{\frac{3}{2}}}{x^{\frac{3}{2}} \ln x}, \quad x \geq e \tag{9}
\end{gather*}
$$

Both distributions are heavy-tailed with tail index equal to $3 / 2$. We generate samples from these two distributions with 5000 observations. Corresponding Hill plots are shown in Figure 2(a). For $F_{2}$, one could wrongly conclude that the value of the tail index is around 2. The Hill's method is highly sensitive to the presence of non-constant slowly varying function in the tail. This is sometimes called Hill horror plot (see [2]). Figure 2(b) shows empirical scaling functions for the same samples together with the theoretical one and the baseline. One can see that scaling functions almost coincide with the theoretical one. Calculating estimates using (6) yields values $\hat{\alpha}_{1}=1.441$ and $\hat{\alpha}_{2}=1.5141$. It seems that non-constant slowly varying function affects the estimation but the effect is not so dramatical as for the Hill estimator. Most important part of the scaling functions for the inference about the tail is before the breakpoint and the breakpoint itself. For example, one can try estimating $\alpha$ only based on the values of $\hat{\tau}(q)$ for $q$ less than a breakpoint observed graphically by fitting simple linear regression through origin. Theoretically, slope of the regression line should be $1 / \alpha$. For example above, using $q \in(0,1.5)$ one gets estimates for $\alpha: 1.454$ for $F_{1}$ and 1.527 for $F_{2}$.

### 3.2 Example 2 - non heavy-tailed distribution

For the next example we compare the behavior of two estimators when the underlying distribution is not heavy-tailed. For this purpose, sample of 2000 observations was generated from standard logistic distribution


Figure 2: Example 1
given by probability density function

$$
f(x)=\frac{e^{-x}}{\left(1+e^{-x}\right)^{2}}, x \in \mathbb{R}
$$

Figure 3(a) shows the Hill plot. It is impossible to draw any conclusion by only analyzing the Hill plot. This is why it is always necessary to use some other techniques for detecting heavy tails in data samples. On the other hand, estimated scaling function provides self contained characterization of the tail. From Figure 3(b) one can surely doubt the existence of heavy-tails since the empirical scaling function almost coincides with the baseline $q / 2$.

(a) Hill plot

(b) Scaling function

Figure 3: Scaling function

### 3.3 Example 3 - EUR/USD exchange rates

In this example we analyze daily closing rates of euro against U.S. dollar during the period $2007-2012$. The data consists of differences of rates and has 1868 observations. Hill plot is shown in Figure 4(a) and corresponding scaling function in the Figure 4(b). Hill plot fails to stabilize, but one could say this happens for $k_{n}$ around 100 yielding, for example, value $\hat{\alpha}=3.133$ for $k_{n}=100$. Scaling function evidently points that the variance is finite since the break occurs after $q=2$ and the plot coincides with the baseline before the break. Estimation for the case $\alpha>2$ yields the value 3.112, consistent with the Hill estimator.


Figure 4: Scaling function

### 3.4 Example 4 - daily log-returns of DAX

Next example again involves financial data. We use daily log-returns of the German stock index DAX (September 20, 1988 - August 24, 1995), similar to Figure 6.4.12 in [2]. Hill plot in Figure 5(a) is made by using absolute value of the data. Following [2], one can conclude that the plot stabilizes around 2.8 for $100 \leq$ $k_{n} \leq 300$. However, plot fails to stabilize for larger $k_{n}$, similar as in the Example 1. Data has been centered for the estimation of the scaling function on Figure 5(b). Plot shows that $\alpha$ could be somewhere between 2 and 2.5 . Calculating the estimate (6) yields the value 2.465 . Thus, there is a significant discrepancy between two estimates. Considering the inconclusiveness of the Hill plot, one could give preference to the estimate (6).

(a) Hill plot

(b) Scaling function

Figure 5: Scaling function
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#### Abstract

When studying the service record of a device which is a subject to degradation, we want to estimate the time-to-failure distribution for maintenance optimization. The dependency of the failure time distribution on applicable regression variables can be described with a suitable model. For instance, we may use the number of repairs and maintenance actions or their cost as time-varying covariates. For this situation, the Cox proportional hazards model has been suggested, with the repairs and maintenance actions influencing the hazard function multiplicatively. Alternatively, we can use the Accelerated failure time model, where the covariates cause the internal time of the device to flow faster or slower. In this work we describe such models and demonstrate their application on real data.


Keywords: Reliability analysis, Repair models, Regression, Accelerated Failure Time model. AMS subject classifications: 62N02.

## 1 Introduction

We study data describing a service record of one or more devices which degrade over time. In case of a failure, it is necessary to perform a repair. Preventive maintenance is performed to avoid breakdowns, and to optimize the maintenance costs, it is desirable to estimate the distribution of the time to failure with the help of available information. Regression models used in survival analysis can be adjusted to accommodate recurring repairs and maintenance actions. The Cox proportional hazards model for repairable systems was described by Percy and Kobbacy [6], with covariates multiplicatively influencing a parametric baseline hazard. In this work, we show a similar approach with the Accelerated failure time model (AFT) with time-varying covariates (Lin and Ying [3]), where the covariates and regression parameters influence multiplicatively the flow of the internal time of the device. Further, we show methods of estimating the cumulative baseline hazard nonparametrically if we have data on more devices, which allows us to estimate the regression parameters without assumptions on the shape of the baseline. Finally, we show the application of all described methods on real data from oil industry.

## 2 Modeling the lifetime of a repairable system

Suppose we observe $n$ independent devices. Let $T_{i 1}, \ldots, T_{i n_{i}}$ be random variables representing the ordered times of actions (repair or maintenance) performed on the i-th device. Denote $\Delta_{i 1}, \ldots, \Delta_{i n_{i}}$ the indicators whether in j -th time on the i-th device a repair $\left(\Delta_{i j}=1\right)$ or a maintenance $\left(\Delta_{i j}=0\right)$ was performed and let $\boldsymbol{X}_{i}(t)=\left(X_{i 1}(t), \ldots, X_{i p}(t)\right)^{T}$ be explanatory variables, possibly time-varying.

[^10]We work with counting processes denoting the number of repairs and maintenance actions on the i-th device up to time $t$ :

$$
N_{i \bullet}(t)=\sum_{j=1}^{n_{i}} I\left(T_{i j} \leq t, \Delta_{i j}=1\right), \quad M_{i \bullet}(t)=\sum_{j=1}^{n_{i}} I\left(T_{i j} \leq t, \Delta_{i j}=0\right)
$$

Denote the hazard function for the i-th device

$$
\lambda_{i}(t)=\lim _{h \rightarrow 0} P\left(N_{i \bullet}(t+h)-N_{i \bullet}(t) \geq 1 \mid \mathcal{H}(t)\right) / h
$$

where $\mathcal{H}(t)$ is the history of events up to time t . Further denote the cumulative hazard functions $\Lambda_{i}(t)=$ $\int_{0}^{t} \lambda_{i}(s) d s$ and $S_{i}(t)=\exp \left(-\Lambda_{i}(t)\right)$ corresponding survival functions of the time to failure distributions. We assume that a repair returns the device to working state and that it affects the hazard function. We parametrize the hazard function and estimate the parameters using the maximum likelihood method. The likelihood can be written as

$$
L=\prod_{i=1}^{n}\left(\prod_{j=1}^{n_{i}} \lambda_{i}\left(T_{i j}^{-}\right)^{\Delta_{i j}} \cdot S_{i}\left(T_{i n_{i}}\right)\right)
$$

We need the left limit, as $\lambda_{i}$ change at the times of the events. The log-likelihood has then the form

$$
\begin{equation*}
l=\sum_{i j} \Delta_{i j} \log \lambda_{i}\left(T_{i j}^{-}\right)-\sum_{i} \int_{0}^{T_{i n_{i}}} \lambda_{i}(t) d t \tag{1}
\end{equation*}
$$

With help of the counting processes of the failures $N_{i j}(t)=\Delta_{i j} I\left(T_{i j} \leq t\right)$ and the at-risk indicators $Y_{i j}(t)=I\left(T_{i, j-1}<t \leq T_{i j}\right)$, we may write the log-likelihood as

$$
l=\sum_{i j} \int_{0}^{\infty}\left(\log \lambda_{i}\left(t^{-}\right) d N_{i j}(t)-Y_{i j}(t) \lambda_{i}\left(t^{-}\right) d t\right)
$$

## 3 The Accelerated failure time model

We assume that the covariates cause the internal time of the device to flow faster or slower (Accelerated Failure Time model, AFT). We use the time transformation (Lin and Ying [3])

$$
t \rightarrow \int_{0}^{t} e^{\boldsymbol{X}_{i}^{T}(s) \boldsymbol{\beta}} d s=: h_{i}(t, \boldsymbol{\beta})
$$

Denote $\lambda_{0}$ the baseline hazard function. The AFT model works with the hazard function for the i-th device in the form

$$
\lambda_{i}(t)=\lambda_{0}\left(h_{i}(t, \boldsymbol{\beta})\right) e^{\boldsymbol{X}_{i}^{T}(t) \boldsymbol{\beta}}
$$

If the baseline hazard function is constant (corresponding with the exponential distribution), the AFT model coincides with the Cox proportional hazards $\lambda_{i}(t)=\lambda_{0}(t) e^{\boldsymbol{X}_{i}^{T}(t) \boldsymbol{\beta}}$, where the covariates affect the hazard function multiplicatively.

### 3.1 Parametric inference

We can assume that each repair or maintenance action has an influence on the flow of the time and set the number of actions $\left(N_{i \bullet}(t)\right.$ and $\left.M_{i \bullet}(t)\right)$ as explanatory variables. Furthermore, we can add the cost or type of the last action as a covariate (Percy and Alkali [4]). If the covariate values change only in the times of observed events and the baseline hazard $\lambda_{0}(t)$ is parametric, it is possible to insert the hazard function into the log-likelihood 1 and maximize. The significance of the parameters can be then assessed by a likelihood ratio test, with $2\left(l(\hat{\boldsymbol{\beta}})-l\left(\beta_{10}, \hat{\boldsymbol{\beta}}_{(2, \ldots p)}\right)\right) \sim \chi_{1}^{2}$ for testing $\beta_{1}=\beta_{10}$ etc.

### 3.2 Semiparametric inference

If we have data on more than one device, it is possible to estimate the baseline nonparametrically. This may be desirable, since we do not need to pose any assumptions on the form of the baseline and focus solely on the regression parameters.
For each device we have the time transformation $t \rightarrow h_{i}(t, \boldsymbol{\beta})$. We work with time-transformed processes

$$
\begin{array}{lr}
N_{i j}^{*}(t, \boldsymbol{\beta})=\Delta_{i j} I\left(h_{i}\left(T_{i j}, \boldsymbol{\beta}\right) \leq t\right), & M_{i j}^{*}(t, \boldsymbol{\beta})=\left(1-\Delta_{i j}\right) I\left(h_{i}\left(T_{i j}, \boldsymbol{\beta}\right) \leq t\right), \\
Y_{i j}^{*}(t, \boldsymbol{\beta})=I\left(h_{i}\left(T_{i, j-1}, \boldsymbol{\beta}\right)<t \leq h_{i}\left(T_{i j}, \boldsymbol{\beta}\right)\right), & \boldsymbol{X}_{i}^{*}(t, \boldsymbol{\beta})=\boldsymbol{X}_{i}\left(h_{i}^{-1}(t, \boldsymbol{\beta})\right)
\end{array}
$$

The score obtained by taking the derivative of the log-likelihood with respect to $\boldsymbol{\beta}$ has the form

$$
U(\boldsymbol{\beta})=\sum_{i j} \int_{0}^{\infty} W_{i}\left(t^{-}, \boldsymbol{\beta}\right)\left(d N_{i j}^{*}(t, \boldsymbol{\beta})-Y_{i j}^{*}(t, \boldsymbol{\beta}) d \Lambda_{0}(t)\right),
$$

where $W_{i}(t, \boldsymbol{\beta})=\frac{\lambda_{0}^{\prime}(t)}{\lambda_{0}(t)} \int_{0}^{h_{i}^{-1}(t, \boldsymbol{\beta})} \boldsymbol{X}_{i}^{T}(s) e^{\boldsymbol{X}_{i}^{T}(s) \boldsymbol{\beta}} d s+\boldsymbol{X}_{i}^{*}(t, \boldsymbol{\beta})$. This form is relatively complicated, with terms $\lambda_{0}^{\prime}$ and $\lambda_{0}$ not easy to estimate. However, it can be replaced by the approximate score by inserting $W_{i}^{0}(t, \boldsymbol{\beta})=\boldsymbol{X}_{i}^{*}(t, \boldsymbol{\beta})$ instead of $W_{i}(t, \boldsymbol{\beta})$ (Lin and Ying [3]). We can then insert the Nelson-Aalen estimate of the cumulative baseline hazard function

$$
\hat{\Lambda}_{0}(t, \boldsymbol{\beta})=\int_{0}^{t} \frac{d N_{\bullet \bullet}^{*}(s, \boldsymbol{\beta})}{\sum_{i j} Y_{i j}^{*}(s, \boldsymbol{\beta})}
$$

and get the score in form

$$
U(\boldsymbol{\beta})=\sum_{i j} \int_{0}^{\infty}\left(\mathbf{X}_{i}^{*}\left(t^{-}, \boldsymbol{\beta}\right)-\frac{\sum_{k l} \boldsymbol{X}_{k}^{*}\left(t^{-}, \boldsymbol{\beta}\right) Y_{k l}^{*}(t, \boldsymbol{\beta})}{\sum_{k l} Y_{k l}^{*}(t, \boldsymbol{\beta})}\right) d N_{i j}^{*}(t, \boldsymbol{\beta})
$$

Because the score is not continuous in $\boldsymbol{\beta}$, we obtain the parameter estimates by minimizing $\|U(\boldsymbol{\beta})\|$.
The variance of $\hat{\boldsymbol{\beta}}$ depends on the unknown $\lambda_{0}^{\prime}(t)$ and $\lambda_{0}(t)$ and cannot be estimated easily. A resampling technique has been developed to avoid this problem (Lin et.al [2]) but is not described here due to pressure of space. The significance of the parameters can be tested with the score statistics

$$
U\left(\beta_{10}, \hat{\boldsymbol{\beta}}_{(2, \ldots p)}\right)^{T} \hat{I}^{-1}\left(\beta_{10}, \hat{\boldsymbol{\beta}}_{(2, \ldots p)}\right) U\left(\beta_{10}, \hat{\boldsymbol{\beta}}_{(2, \ldots p)}\right)
$$

etc., where $\hat{I}$ is the estimate of the observed information matrix,

$$
\hat{I}(\boldsymbol{\beta})=\sum_{i j} \int_{0}^{\infty}\left(\mathbf{X}_{i}^{*}\left(t^{-}, \boldsymbol{\beta}\right)-\frac{\sum_{k l} \boldsymbol{X}_{k}^{*}\left(t^{-}, \boldsymbol{\beta}\right) Y_{k l}^{*}(t, \boldsymbol{\beta})}{\sum_{k l} Y_{k l}^{*}(t, \boldsymbol{\beta})}\right)^{\otimes 2} d N_{i j}^{*}(t, \boldsymbol{\beta})
$$

## 4 Modeling the lifetime of oil pumps

We explore data on the service of oil pumps during several years (Kobbacy et al. [1] and Percy and Alkali [5]). For one device we have detailed data on $n_{1}=65$ times of repairs and maintenance actions and the cost of each action in man-hours. This data has been studied by Percy and Alkali [4] using the Cox model. We model the lifetime using the AFT model as shown above with various parametrized baseline hazard functions and covariates. For four other pumps we have only the times of actions at disposal, $\left(n_{2}, \ldots, n_{4}\right)=$ $(51,90,30,30)$. We use both the semiparametric methods and parametrized baseline hazards to estimate the regression parameters utilizing data of all the five pumps.

### 4.1 Parametric modeling of one pump service

As covariates, we use the number of repairs $N_{i \bullet}(t)$ and maintenances $M_{i \bullet}(t)$, the indicator whether the last action was a repair $N_{i \Delta}(t)=\sum_{j=1}^{n} \Delta_{i j} I\left(T_{i j} \leq t<T_{i, j+1}\right)$ and the cost of the actions, with parameters $\beta=(\sigma, \rho, \tau, b)^{T}$. Using methods from above we estimate the parameters in the AFT model. We try to maximize the likelihood for exponential, Weibull $\lambda_{0}(t)=a \lambda^{a} t^{a-1}$, gamma $f(t) \propto t^{a-1} e^{-\lambda t}$ and truncated Gumbel $\lambda_{0}(t)=\lambda a^{t}$ baseline distributions. We perform the likelihood ratio test to determine whether each covariate can be replaced by zero.

| $\lambda_{0}$ | $\log -\operatorname{lik}$ | $e^{\hat{\sigma}}$ | $e^{\hat{\rho}}$ | $e^{\hat{\tau}}$ | $e^{\hat{b}}$ | $\hat{\lambda}$ | $\hat{a}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exp. | -213.3 | 0.910 | 1.443 | 1.448 | 1.0054 | 0.0011 | - |
| Significance |  | $<0.001$ | $<0.001$ | 0.052 | 0.086 |  |  |
| Weibull | -212.6 | 0.913 | 1.315 | 1.243 | 1.0054 | 0.0009 | 1.514 |
| Significance |  | $<0.001$ | $<0.001$ | 0.140 | 0.068 |  |  |
| Gamma | -213.2 | 0.901 | 1.501 | 1.506 | 1.0052 | 0.0007 | 0.722 |
| Significance |  | $<0.001$ | $<0.001$ | 0.034 | 0.095 |  |  |
| Gumbel | -210.2 | 0.870 | 1.373 | 1.204 | 1.0043 | 0.0004 | 1.001 |
| Significance |  | $<0.001$ | $<0.001$ | 0.017 | 0.047 |  |  |

Table 1: The log-likelihood, parameter estimates and the p -values of the tests of nullity from parametric models of the lifetime of one oil pump.

Comparing the likelihood values in Table 1 we find that it is highest with the truncated Gumbel distribution. Further we see that the more each action did cost, the more it accelerated the internal time, because $e^{\hat{b}}>1$. Each man-hour of the action means an acceleration of time by about $0.5 \%$. This covariate is, however, significant on $\alpha=0.05$ only in the last case. The cumulative number of repairs has a positive influence $\left(e^{\hat{\sigma}}<1\right)$, whereas the number of maintenance actions has interestingly a negative influence $\left(e^{\hat{\rho}}>1\right)$. This could be due to repairs often taking much more man-hours than maintenances, resulting in negative influence of both. The number of repairs and maintenances are both significant. If the last action was a repair, the time flows about $20-50 \%$ faster compared to when it was a maintenance, but the influence is significant only with Gamma and Gumbel baselines.

### 4.2 Semiparametric modeling of the lifetime of five pumps

For five devices we have only the times of repairs and maintenances available. The data on the cost of the actions was not available for all pumps, therefore we estimate only the regression parameters $\sigma, \rho$ and $\tau$. We tried both the parametric model with the same baseline distributions as above and the semiparametric model. In the parametric cases we maximize the log-likelihood whereas in the semiparametric approach we
insert the estimate of the cumulative baseline hazard into the score function and minimize $\|U(\boldsymbol{\beta})\|$. We test the significance of each covariate with the likelihood ratio test for the parametric cases and with the score test for the semiparametric model. The likelihood in the semiparametric methods depends on the unknown baseline hazard and therefore is not available for a direct comparison.

| $\lambda_{0}$ | $\log -$ lik | $e^{\hat{\sigma}}$ | signif. | $e^{\hat{\rho}}$ | signif. | $e^{\hat{\tau}}$ | signif. | $\hat{\lambda}$ | $\hat{a}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exp. | -875.1 | 1.012 | $<0.001$ | 0.988 | 0.055 | 1.655 | $<0.001$ | 0.012 | - |
| Weibull | -875.1 | 1.012 | $<0.001$ | 0.986 | 0.019 | 1.653 | $<0.001$ | 0.012 | 1.021 |
| Gamma | -874.8 | 1.012 | $<0.001$ | 0.993 | 0.271 | 1.673 | $<0.001$ | 0.011 | 0.759 |
| Gumbel | -871.3 | 1.033 | $<0.001$ | 1.025 | 0.033 | 1.544 | $<0.001$ | 0.010 | 0.999 |
| nonparam. | - | 1.072 | 0.007 | 1.016 | 0.015 | 1.064 | 0.030 | - | - |

Table 2: The log-likelihood, parameter estimates and the p-values of the tests of nullity from modeling the lifetime of five pumps.

In Table 2 we see that in all cases the internal time accelerates with each repair ( $e^{\hat{\sigma}}>1$ ). Among the parametric models, the Gumbel distribution has the highest likelihood. In that case and also in the semiparametric model, the maintenance actions have also a negative influence, whereas in the other cases it is positive. The time flows faster if the last action was a repair, but the extent of the temporary acceleration is much larger in the parametric models $(54-67 \%$ ) than in the semiparametric ( $6.4 \%$ ). This difference requires further study, it might be explained to some extent as a compensation for different tail behavior of the parametric and semiparametric estimates of the baseline hazard. For $\alpha=0.05$, all covariates have a significant influence, except for the number of maintenances in the parametric case with exponential and Gamma distributions.

## 5 Conclusion

We explored methods for modeling the influence of maintenance and repairs on the lifetime of the observed device with the help of the Accelerated failure time model. The model has a straightforward interpretation, stating that the covariates accelerate or decelerate the flow of the internal time of the device and therefore cause it to age faster or slower. For a parametric baseline hazard function, the service record of one device is enough to obtain the estimates of the regression parameters. If we have data on more devices at disposal, it is possible to estimate the cumulative baseline hazard function nonparametrically. Further research could concern developing goodness-of-fit tests or testing whether a nonparametric estimate may be replaced by a suitable parametrized baseline hazard.

Acknowledgements: This work was supported by grants SVV 261315/2013 and GAUK 11122/2013.

## Bibliography

[1] Kobbacy K.A.H., Fawzi B.B., Percy D.F. and Ascher H.E. (1997). A full history proportional hazards model for preventive maintenance scheduling. Quality and Reliability Engineering Intl. 13, 187-198.
[2] Lin D.Y., Wei L.J. and Ying Z. (1998) Accelerated failure time models for counting processes. Biometrika 85(3), 605-618.
[3] Lin D.Y. and Ying Z. (1995). Semiparametric inference for the accelerated life model with timedependent covariates. Journal od Statistical Planning and Inference 44, 47-63.
[4] Percy D.F. and Alkali B.M. (2005) Generalized proportional intensities models for repairable systems. IMA Journal of Management Mathematics 17, 171-185.
[5] Percy D.F. and Alkali B.M. (2007) Scheduling preventive maintenance for oil pumps using generalized proportional intensities models. International Transactions of Operational Research 14, 547-563.
[6] Percy D.F. and Kobbacy K.A.H. (1998) Using proportional-intensities models to schedule preventivemaintenance intervals IMA Journal of Mathematics Applied in Business \& Industry, 9, 289-302.

# Score test statistic for change-point detection in AR time series with dependent errors 

Katarína Starinská*<br>Department of Probability and Mathematical Statistics, Faculty of Mathematics and Physics, Charles<br>University, Prague


#### Abstract

Detecting changes in the parameter values of any model is of great importance for many sectors. With a model up to date we are able to give better predictions. Finding a change-point can help us to understand the influence of some events on observed data. The efficient score test statistic was introduced in [5] for detecting changes in the parameters of autoregressive(AR) time series with independent identically distributed(i.i.d) errors. This test allows us to detect a change in all the parameters at once or in every parameter separately. We study the behavior of this statistic when the assumption of i.i.d. white noise is violated and replaced with the assumption of having martingale difference sequence. We present the simulation study which shows us the asymptotic behavior and the power of this test statistic.
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## 1 Introduction

One of the first tests for a parameter change at an unknown time was suggested in the article [8] in 1954. Since then, many methods were developed and studied. For a review see [1]. The changes in the parameters of the autoregressive (AR) time series were studied e.g. in [3], [5] or [6]. Our interest is in the efficient score statistic, which was introduced in [5] under the assumption of independent identically distributed (i.i.d.) error sequence. There are processes that can be expressed as AR processes, for example general integer autoregressive process (GINAR) or random coefficient autoregressive process (RCA), in which the assumption of i.i.d. errors does not hold. We are studying how the efficient score statistic works under weaker assumption than an i.i.d. white noise sequence.

## 2 Score test statistic

In this section we describe the construction of score test statistic and shortly explain the test for detecting changes in one parameter or in all the parameters at once.
Let the sequence $\left\{Y_{i}\right\}$ satisfy the autoregressive model of order $p \operatorname{AR}(\mathrm{p})$

$$
\begin{align*}
& Y_{i}-\mu=\sum_{j=1}^{p} \phi_{j}\left(Y_{i-j}-\mu\right)+\varepsilon_{i}, \quad 1 \leq i \leq k \\
& Y_{i}-\mu^{*}=\sum_{j=1}^{p} \phi_{j}^{*}\left(Y_{i-j}-\mu^{*}\right)+\varepsilon_{i}^{*}, \quad k+1 \leq i \leq n . \tag{1}
\end{align*}
$$

[^11]where $\left\{\varepsilon_{i}\right\}$ resp. $\left\{\varepsilon_{i}^{*}\right\}$ is a noise sequence with zero mean and $\mathbb{E}\left[\varepsilon_{i}^{2}\right]=\sigma^{2}$ resp. $\mathbb{E}\left[\varepsilon_{i}^{* 2}\right]=\sigma^{* 2}$,
$$
\xi=\left(\mu, \phi_{1}, \ldots, \phi_{p}, \sigma^{2}\right)^{\prime}
$$
is the vector of parameters before change and
$$
\xi^{*}=\left(\mu^{*}, \phi_{1}^{*}, \ldots, \phi_{p}^{*}, \sigma^{* 2}\right)^{\prime}
$$
is the vector of parameters after change-point $k$.
We test the null hypothesis that there is no change in the parameter values against the alternative hypothesis, that there exist time $k$ such that at least one of the observed parameters changed:
\[

$$
\begin{array}{r}
H: k=n \\
A: k<n .
\end{array}
$$
\]

We derive the efficient score statistic under the null hypothesis and under the assumption of normally distributed error sequence $\left\{\varepsilon_{i}\right\}$. Therefore we know the analytical expression of the conditional density $f(Y, \xi)=f\left(Y_{i} \mid Y_{i-1}, \ldots, Y_{i-p}\right)$ of $Y_{i}$ under $Y_{i-1}, \ldots, Y_{i-p}$ and the (conditional) logarithmic likelihood function of $Y_{-p+1}, \ldots, Y_{0}, Y_{1}, \ldots, Y_{k}$

$$
\ell_{k}(\xi)=-\frac{k}{2} \log \left(2 \pi \sigma^{2}\right)-\frac{1}{2} \sum_{i=1}^{k}\left[Y_{i}-\mu-\sum_{j=1}^{p} \alpha_{j}\left(Y_{i-j}-\mu\right)\right]^{2}
$$

The efficient score vector is the vector of partial derivations of the logarithmic likelihood function with respect to unknown parameters $\nabla_{\xi} \ell_{k}(\xi)=\left(\frac{\partial \ell_{k}(\xi)}{\partial \mu}, \frac{\partial \ell_{k}(\xi)}{\partial \phi_{i}}, \ldots, \frac{\partial \ell_{k}(\xi)}{\partial \phi_{p}}, \frac{\partial \ell_{k}(\xi)}{\partial \sigma^{2}}\right)^{\prime}$. To normalize the scores, we need the information matrix which in this case has the block-diagonal form

$$
I(\xi)=\left(-\mathbb{E}\left[\frac{\partial^{2} \ln f(Y, \xi)}{\partial \xi_{i} \partial \xi_{j}}\right]\right)_{i, j=1}^{p+1}=\left(\begin{array}{ccc}
\frac{1}{\sigma^{2}}\left(1-\sum_{j=1}^{p} \phi_{j}\right)^{2} & 0 & 0  \tag{2}\\
0 & \frac{1}{\sigma^{2}} \Gamma & 0 \\
0 & 0 & \frac{1}{2 \sigma^{2}}
\end{array}\right)
$$

where $\Gamma$ is a covariance matrix of the vector $\left(Y_{1}, \ldots, Y_{p}\right)^{\prime}$. The special form of the information matrix allows us to test the change in all the parameters at once or in a smaller group of parameters assuming that all the other parameters are not changed.
Denote $\hat{\xi}_{n}$ the estimate of $\xi$ based on the whole observed sequence of length $n$. Then, the efficient score test statistic is

$$
\begin{equation*}
\hat{B}(u)=n^{-1 / 2} I^{-1 / 2}\left(\hat{\xi}_{n}\right) \nabla_{\xi} \ell_{[n u]}\left(\hat{\xi}_{n}\right), \quad 0 \leq u \leq 1 \tag{3}
\end{equation*}
$$

where $[x]$ is the integer part of $x$.
Although, we derived the statistic $\hat{B}(u)$ under the assumption of Gaussian white noise, it is not a necessary condition. When we replace the normality of errors by appropriate conditions on the moments of errors, the likelihood function will become quasi-likelihood and the test will still be valid.
Let us formulate the following assumptions:
(A1) $\left\{\varepsilon_{i}\right\}$ is a sequence of i.i.d. random variables with zero mean and variance $\sigma^{2}$.
(A2) $\left\{\varepsilon_{i}\right\}$ is a m.d.s., where $\mathbb{E}\left[\varepsilon_{i}^{2} \mid \mathcal{F}_{i-1}\right]=\sigma^{2}$, such that $\mathcal{F}_{i-1}=\sigma\left(\varepsilon_{s}, s \leq i-1\right)$.
In [5] the following theorem is proven:

Theorem 2.1. Let $\left\{Y_{i}\right\}$ be a sequence satisfying model $A R(p)$, where $\left\{\varepsilon_{i}\right\}$ satisfies (A1) and $\mathbb{E}\left|\varepsilon_{i}\right|^{\kappa}<\infty$ for some $\kappa>4$. Furthermore, assume that characteristic polynomial $\phi(z)=1-\sum_{j=1}^{p} \phi_{j} z^{j}$ has roots outside the unit circle. Then there exists a $(p+2)$-dimensional Gaussian process $\boldsymbol{B}(u)$ with independent Brownian bridge components $B^{(j)}(u), j=1,2, \ldots, p+2$, such that

$$
\max _{1 \leq j \leq p+2} \sup _{0 \leq u \leq 1}\left|\hat{B}^{(j)}(u)-B^{(j)}(u)\right|=o_{p}(1)
$$

The assumption (A1) can be replaced by (A2) and similar theorem can be proved by following the steps of the proof in [5] and using corresponding limit theorems for martingale difference sequences.

Proposition 2.1. Let $\left\{Y_{i}\right\}$ be a $A R(p)$ process with a stationary, ergodic m.d.s. $\left\{\varepsilon_{i}\right\}$ that satisfies (A2) and $\mathbb{E}\left|\varepsilon_{i}\right|^{\kappa}<\infty$ for some $\kappa>4$. Moreover, let the characteristic polynomial $\phi(z)=1-\sum_{j=1}^{p} \phi_{j} z^{j}$ have roots outside the unit circle. Then there exists a $(p+2)$-dimensional Gaussian process $\boldsymbol{B}(u)$ with independent Brownian bridge components $B^{(j)}(u), j=1,2, \ldots, p+2$, such that

$$
\max _{1 \leq j \leq p+2} \sup _{0 \leq u \leq 1}\left|\hat{B}^{(j)}(u)-B^{(j)}(u)\right|=o_{p}(1)
$$

We say that there is a change in the parameter $\xi_{j}$ for some $j=1, \ldots, p+2$ if

$$
\sup _{0 \leq u \leq 1}\left|\hat{B}^{(j)}(u)\right| \geq C(\alpha)
$$

where $C(\alpha)$ is a critical value corresponding to a significance level $\alpha$ gained from the properties of supremum of Brownian bridge

$$
\mathrm{P}\left(\sup _{0 \leq t \leq 1}|B(t)| \geq x\right)=2 \sum_{k=1}^{\infty}(-1)^{k+1} \exp \left\{-2 k^{2} x^{2}\right\}
$$

Critical values can be found in some statistical tables, for example in [7].
We reject the null hypothesis (there is a change in one or more parameters) on a significance level $\alpha$ if the following inequality holds

$$
\max _{1 \leq j \leq p+2} \sup _{0 \leq u \leq 1}\left|\hat{B}^{(j)}(u)\right| \geq C\left(\alpha^{*}\right)
$$

where $\alpha^{*}=1-(1-\alpha)^{1 /(p+2)}$, because we are testing $(p+2)$ parameters for a possible change.

## 3 Simulation Study

Firstly, we simulate the AR sequences under the null hypothesis and we use the score test statistic to detect the change in one of the parameters. We count how many times the test statistic indicate a change-point, even if there is no change in the parameter values for both cases (A1) and (A2) and compare the results. Then, we look at the power of this test when the value of one of the parameters change and again compare the results for AR time series with (A1) and (A2) assumption.
The significance level is always set to be $\alpha=0.05$.
We generate 1000 sequences of the $\operatorname{AR}(1)$ process with i.i.d. errors and 1000 realizations of $\operatorname{AR}(1)$ process with m.d.s. errors. We set the parameters for both processes as follows $\xi=\left(\mu, \phi_{1}, \sigma^{2}\right)^{\prime}=(5,0.25,5)^{\prime}$ and the length of the generated sequences is $n=300$ (the process of length 400 is generated and the first 100 observations are discarded to gain the stationary process). Then we test this sequences for changes in any of the parameters. In Table 1 we can see the relative number of rejections of the null hypothesis even if it holds.

| Significance level | AR(1) under (A1) | AR(1) under (A2) |
| :---: | :---: | :---: |
| 0.05 | 0.046 | 0.052 |

Table 1: The relative number of falsely rejected null hypothesis for $\operatorname{AR}(1)$ process on a significance level 0.05 .

Next, we would like to know the power of our test. We simulated one change in the parameter values of $\operatorname{AR}(1)$ sequence at fixed time and we watched how many times the change was detected. Again, we studied both cases (A1) and (A2). The results are in Table 2 and Table 3. First column is the time when the parameter changed (change-point). The other columns show the relative number of detected changes when the parameters changed from $\xi$ to $\xi^{*}$ at time $k$. There are two types of changes, the first one is relatively small compared to the values of $\xi$ and the other one is relatively big. Table 2 corresponds to the assumption (A1) and Table 3 corresponds to (A2).

| change-point <br> $k$ | $\xi=(5,1 / 4,5)^{\prime}$ <br> $\xi^{*}=(6,1 / 3,16 / 3)^{\prime}$ | $\xi=(5,1 / 4,5)^{\prime}$ <br> $\xi^{*}=(8,1 / 2,6)^{\prime}$ |
| :---: | :---: | :---: |
| 75 | 0.082 | 0.788 |
| 150 | 0.212 | 0.999 |
| 225 | 0.125 | 0.985 |

Table 2: The relative number of detected changes in $\operatorname{AR}(1)$ process under the assumption (A1).

| change-point <br> $k$ | $\xi=(5,1 / 4,5)^{\prime}$ <br> $\xi^{*}=(6,1 / 3,16 / 3)^{\prime}$ | $\xi=(5,1 / 4,5)^{\prime}$ <br> $\xi^{*}=(8,1 / 2,6)^{\prime}$ <br> 75 |
| :---: | :---: | :---: |
| 150 | 0.070 | 0.643 |
| 225 | 0.093 | 0.993 |

Table 3: The relative number of detected changes in $\operatorname{AR}(1)$ process under the assumption (A2).

Detection of small changes in the parameters of $\operatorname{AR}(1)$ process is much more difficult for processes with m.d.s. white noise. Further, we see that the score test is strongest when the change appears in the middle of observed sequences. As expected, moving the change-point to the beginning or end of the sequences caused lowering the ability to detect a change.

## 4 Conclusion

Presented generalization of the efficient score statistic gives the opportunity to detect change-points in more general models than common $\operatorname{AR}(\mathrm{p})$ model. As the simulation study shows, the number of rejected null hypothesis, if there is no change, is approximately the same as the significance level $\alpha$ for both cases. From the second part of the simulation study it seems, that replacing (A1) by (A2) lowered the power of the score test.
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#### Abstract

A continuous time moving average is a process $X=\left\{X_{t}: t \in \mathbb{R}_{+}\right\}$of the form $$
\begin{equation*} X_{t}=\int_{-\infty}^{t} \phi(t-s) d Z_{s} \tag{1} \end{equation*}
$$ where $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a deterministic function and $Z=\left\{Z_{t}: t \in \mathbb{R}\right\}$ is a process with stationary and independent increments (a so-called Lévy process). In the case where the kernel function $\phi$ is the gamma density, i.e. $\phi(t)=e^{-\lambda t} t^{\gamma-1}$ where $\gamma, \lambda>0$, we derive necessary and sufficient conditions on $\gamma, \lambda$ for $X$ to have sample paths of finite variation, or more generally, to be a semimartingale.


Keywords: Finite variation, Semimartingales, Moving averages, Gamma density
AMS subject classifications: 60G48, 60H05, 60G51, 60G17

## 1 Introduction

In discrete time, moving average processes play an important role in time series analysis. A moving average is a process of the form $X_{n}=\sum_{k=-\infty}^{n} \phi_{n-k} Z_{k}$ where $\left\{\phi_{k}\right\}_{k \in \mathbb{Z}_{+}}$is a deterministic sequence of real numbers and $\left\{Z_{k}\right\}_{k \in \mathbb{Z}}$ is a sequence of independent and identically distributed random variables. Their continuous time analogue (called continuous time moving averages) are processes $X=\left\{X_{t}: t \in \mathbb{R}_{+}\right\}$of the form

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{t} \phi(t-s) d Z_{s} \tag{2}
\end{equation*}
$$

where $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a deterministic function and $Z=\left\{Z_{t}: t \in \mathbb{R}\right\}$ is a process with stationary and independent increments (i.e. a Lévy process). As usual we will assume that $Z$ has right-continuous sample paths and $Z_{0}=0$. Suppose moreover that $Z$ has no Gaussian component. The process $Z$ is completely determined (in law) by its shift parameter $b \in \mathbb{R}$ and its Lévy measure $\nu$ from the LévyKhintchine representation

$$
\begin{equation*}
\mathbb{E}\left[e^{i \theta Z_{1}}\right]=\exp \left(i b t+\int_{\mathbb{R}}\left(e^{i \theta x}-1-i \theta \llbracket x \rrbracket\right) \nu(d x)\right), \quad \theta \in \mathbb{R}, \tag{3}
\end{equation*}
$$

where $\nu$ is a Borel measure on $\mathbb{R}$ satisfying $\int_{\mathbb{R}}\left(|x|^{2} \wedge 1\right) \nu(d x)<\infty$ and $\llbracket x \rrbracket:=x /(\max \{1,|x|\}), x \in \mathbb{R}$, is a truncation function. We will assume that $Z$ is non-deterministic in the sense that $\nu(\mathbb{R})>0$. All stochastic integrals are defined as in Rajput and Rosiński [5, page 460].

[^12]A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is said to be of finite variation if $\mathrm{V}(f ;[a, b])<\infty$ for all finite $a<b$ where

$$
\begin{equation*}
\mathrm{V}(f ;[a, b])=\sup _{\substack{n \in \mathbb{N} \\ a=t_{0}<\cdots<t_{n}=b}} \sum_{i=1}^{n}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right| \tag{4}
\end{equation*}
$$

A key example of a function of finite variation is an absolutely continuous function, that is, where $f$ satisfies

$$
\begin{equation*}
f(t)=f(u)+\int_{u}^{t} f^{\prime}(s) d s, \quad \text { for all } u, t \in \mathbb{R}, u \leq t \tag{5}
\end{equation*}
$$

for some locally integrable function $f^{\prime}: \mathbb{R} \rightarrow \mathbb{R}$. The following result, which is a special case of [3, Theorems 3.1 and 3.3], will be used to characterize the finite variation property of a class of moving averages described below.

Theorem 1.1 (Basse-O’Connor and Rosiński). Consider a continuous time moving average $X$ given by (2). If $X$ has sample paths of finite variation a.s. and $\int_{[-1,1]}|x| \nu(d x)=\infty$, then $\phi$ is absolutely continuous with a derivative $\phi^{\prime}$ satisfying

$$
\begin{equation*}
\int_{|x| \leq 1} \int_{0}^{\infty}\left(\left|\phi^{\prime}(s) x\right| \wedge\left|\phi^{\prime}(s) x\right|^{2}\right) d s \nu(d x)<\infty \tag{6}
\end{equation*}
$$

Conversely, if $\nu$ is concentrated on $[-1,1]$ and $\phi$ is absolutely continuous with a derivative $\phi^{\prime}$ satisfying (6), then $X$ has right-continuous sample paths of finite variation a.s.

Besides the finite variation property we will study the more general semimartingale property. A stochastic process $Y=\left\{Y_{t}: t \in \mathbb{R}_{+}\right\}$is called a semimartingale with respect to a filtration $\mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if it has a decomposition of the form

$$
\begin{equation*}
Y_{t}=Y_{0}+M_{t}+A_{t} \tag{7}
\end{equation*}
$$

where $M$ is a right-continuous local martingale, $A$ is a right-continuous adapted process with sample paths of finite variation and $Y_{0}$ is $\mathcal{F}_{0}$-measurable. We refer to [4] for more information on semimartingales, here we will just note that one can define a Lebesgue-Stieltjes integral (resp. an Itô integral) with respect to a stochastic process if and only if it has sample paths of finite variation (resp. is semimartingales). Both properties play a fundamental role in stochastic analysis and its applications.
In this note we will focus on moving averages $X$ given by (2) where the kernel function $\phi$ is the density of a gamma distribution (up to a multiplicative constant), that is, for $\lambda, \gamma>0$

$$
\begin{equation*}
\phi(t)=\phi_{\lambda, \gamma}(t)=e^{-\lambda t} t^{\gamma-1}, \quad t>0 \tag{8}
\end{equation*}
$$

The gamma kernel (8) is used to model turbulence using ambit processes; see [1] and the reference therein. In Theorem 2.2 below we characterize the set of $\lambda, \gamma$ and $\nu$ for which $X$ has sample paths of finite variation, or more generally, is a semimartingale with respect to the filtration $\mathbb{F}^{Z}=\left(\mathcal{F}_{t}^{Z}\right)_{t \geq 0}$ given by

$$
\begin{equation*}
\mathcal{F}_{t}^{Z}=\sigma\left(Z_{s}: s \in(-\infty, t]\right) \vee \mathcal{N} \tag{9}
\end{equation*}
$$

where $\mathcal{N}$ is the set of all null sets.

## 2 Main results

Throughout this section $X=\left\{X_{t}: t \geq 0\right\}$ is a continuous time moving average process given by

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{t} \phi_{\lambda, \gamma}(t-s) d Z_{s} \tag{10}
\end{equation*}
$$

where $Z$ is a Lévy process without Gaussian component given by (3) with Lévy measure $\nu$ and $\phi_{\lambda, \gamma}$ is the gamma density given by (8). Our main results, Theorems 2.1 and 2.2 , are stated below and are followed by three examples. The proofs are postponed to the next section.

Theorem 2.1. Process $X$ given by (10) is well-defined, i.e. the stochastic integrals exists, if and only if the following two conditions are satisfied:
(i) $\int_{|x| \geq 1} \log (|x|) \nu(d x)<\infty$,
(ii) One of the following (a)-(c) are satisfied:
(a) $\gamma>\frac{1}{2}$,
(b) $\gamma=\frac{1}{2}$ and $\int_{|x| \leq 1}|x|^{2}|\log (|x|)| \nu(d x)<\infty$,
(c) $\gamma \in\left(0, \frac{1}{2}\right)$ and $\int_{|x| \leq 1}|x|^{1 /(1-\gamma)} \nu(d x)<\infty$.

The next result gives an explicit characterization of when $X$ has sample paths of finite variation or is a semimartingale. In the case $\gamma=1, X$ is a Lévy driven Ornstein-Uhlenbeck process and hence a semimartingale with respect to $\mathbb{F}^{Z}$. Moreover, $X$ has sample paths of finite variation if and only if $Z$ has sample paths of finite variation (i.e. $\int_{[-1,1]}|x| \nu(d x)<\infty$ ). Thus in the following result we will assume that $\gamma \neq 1$.
Theorem 2.2. Let $X$ be a stochastic process given by (10) with $\gamma \neq 1$. Then the following three conditions are equivalent:
(I) $X$ is a semimartingale with respect to $\mathbb{F}^{Z}$,
(II) $X$ has right-continuous sample paths of finite variation with probability one,
(III) One of the following (A)-(C) are satisfied:
(A) $\gamma>\frac{3}{2}$,
(B) $\gamma=\frac{3}{2}$ and $\int_{|x| \leq 1}|x|^{2}|\log (|x|)| \nu(d x)<\infty$,
(C) $\gamma \in\left(1, \frac{3}{2}\right)$ and $\int_{|x| \leq 1}|x|^{1 /(2-\gamma)} \nu(d x)<\infty$.

Theorem 2.2 shows that when $\gamma \neq 1$ then $X$ is a semimartingale if and only if it is of finite variation. Below we use Theorems 2.1 and 2.2 to study three examples.

Example 2.1. Suppose that $Z$ is a symmetric $\alpha$-stable Lévy process with $\alpha \in(0,2)$, i.e. $\nu(d x)=c|x|^{-1-\alpha} d x$ where $c>0$. Then $X$ is well-defined if and only if $\gamma>(\alpha-1) / \alpha$, and it is a semimartingale with respect to $\mathbb{F}^{Z}$ if and only if $\gamma>(2 \alpha-1) / \alpha$ or $\gamma=1$.

Example 2.1 may be viewed as a natural generalization of the case where $Z$ is a Gaussian Lévy process (i.e. a Brownian motion). In this case $Z$ is a 2-stable Lévy process and $X$ is a semimartingale with respect to $\mathbb{F}^{Z}$ if and only if $\gamma=1$ or $\gamma>\frac{3}{2}$; see [1].
Example 2.2. Suppose that $Z$ is a normal inverse Gaussian Lévy process. In this case $\nu(d x)=f(x) d x$ where $f(x) \sim c|x|^{-2}$ as $x \rightarrow 0$ and $f$ decays exponential fast as $|x| \rightarrow \infty$. The process $X$ is well-defined for all $\gamma, \lambda>0$, and it is a semimartingale with respect to $\mathbb{F}^{Z}$ if and only if $\gamma \geq 1$.

Example 2.3. Suppose that $Z$ is an inverse Gaussian Lévy process, i.e.

$$
\nu(d x)=c e^{-r x} x^{-3 / 2} \mathbf{1}_{\{x>0\}} d x
$$

where $c, r>0$. For all $\gamma, \lambda>0, X$ is well-defined and is a semimartingale with respect to $\mathbb{F}^{Z}$.

## 3 Proofs

For notation simplicity we will suppress $\lambda$ and $\gamma$ in $\phi_{\lambda, \gamma}$, that is, $\phi(t)=e^{-\lambda t} t^{\gamma-1}$ for $t \geq 0$.
Proof of Theorem 2.1. Recall that $\llbracket x \rrbracket:=x /(\max \{1,|x|\})$. The stochastic integral (10) is well-defined if and only if the following two conditions are satisfied (cf. [5, Theorem 2.7])

$$
\begin{align*}
& \int_{\mathbb{R}} \int_{0}^{\infty}\left(|\phi(s) x|^{2} \wedge 1\right) d s \nu(d x)<\infty  \tag{11}\\
& \int_{0}^{\infty}\left|b \phi(s)+\int_{\mathbb{R}}(\llbracket x \phi(s) \rrbracket-\phi(s) \llbracket x \rrbracket) \nu(d x)\right| d s<\infty \tag{12}
\end{align*}
$$

Note that $\phi(s) / s^{\gamma-1} \rightarrow 1$ as $s \rightarrow 0$ and there exist two constants $c_{1}, c_{2}>0$ such that $c_{1} e^{-2 \lambda s} \leq \phi(s) \leq$ $c_{2} e^{-(\lambda / 2) s}$ for all $s \geq 1$. Hence the inner integral in (11) is bounded from above and below by constants times

$$
\begin{equation*}
\underbrace{\int_{0}^{1}\left(\left|s^{\gamma-1} x\right|^{2} \wedge 1\right) d s}_{I_{1}(x)}+\underbrace{\int_{1}^{\infty}\left(\left|e^{-a s} x\right|^{2} \wedge 1\right) d s}_{I_{2}(x)} \tag{13}
\end{equation*}
$$

where $a=2 \lambda$ in the lower bound and $a=\lambda / 2$ in the upper bound. Calculating the integral $I_{2}(x)$ yields that $I_{2}(x)$ is bounded from above and below by constants times

$$
\begin{equation*}
\log (|x|) \mathbf{1}_{\{|x|>e\}}+|x|^{2} \mathbf{1}_{\{|x| \leq e\}} \tag{14}
\end{equation*}
$$

A similar calculation shows that $I_{1}(x)$ is bounded from above and below by constants times

$$
\begin{cases}|x|^{2} \mathbf{1}_{\{|x| \leq 1\}}+\mathbf{1}_{\{|x|>1\}} & \gamma>\frac{1}{2}  \tag{15}\\ |x|^{2}|\log (|x|)| \mathbf{1}_{\{|x| \leq 1 / 2\}}+\mathbf{1}_{\{|x|>1 / 2\}} & \gamma=\frac{1}{2} \\ |x|^{1 /(1-\gamma)} \mathbf{1}_{\{|x| \leq 1\}}+\mathbf{1}_{\{|x|>1\}} & \gamma \in\left(0, \frac{1}{2}\right)\end{cases}
$$

This shows that $\phi$ satisfies (11) if and only if (i)-(ii) of Theorem 2.1 are satisfied. Furthermore, if (i)-(ii) are satisfied then a similar calculation shows that (12) is satisfied. This completes the proof.

To prove Theorem 2.2 we will need the following remark:
Remark 3.1. For $\gamma>1$ the function $\phi$ is absolutely continuous with a derivative $\phi^{\prime}(t)=e^{-\lambda t}((\gamma-$ 1) $\left.t^{\gamma-2}-\lambda t^{\gamma-1}\right)$. We have that $\phi^{\prime}(t) / t^{\gamma-2} \rightarrow(\gamma-1)$ as $t \rightarrow 0$ and $c_{1} e^{-2 \lambda t} \leq\left|\phi^{\prime}(t)\right| \leq c_{2} e^{-(\lambda / 2) t}$ for all $t \geq 1$, where $c_{1}, c_{2}>0$ are two constants. These estimates show that the inner integral in (6) is bounded from above and below by constants times

$$
\begin{equation*}
\int_{0}^{1}\left(\left|s^{\gamma-2} x\right| \wedge\left|s^{\gamma-2} x\right|^{2}\right) d s+\int_{1}^{\infty}\left(\left|e^{-a s} x\right| \wedge\left|e^{-a s} x\right|^{2}\right) d s \tag{16}
\end{equation*}
$$

where $a=2 \lambda$ in the lower bound and $a=\lambda / 2$ in the upper bound. Thus by a similar calculation as used in the proof of Theorem 2.1, it follows that $\phi$ satisfied (6) if and only if (III) of Theorem 2.2 holds.
Proof of Theorem 2.2. If $\gamma \in(0,1)$ then $\lim _{t \downarrow 0} \phi(t)=\infty$ and by [7, page 86], $X$ has unbounded sample paths on each compact interval with strictly positive probability, which exclude that $X$ satisfies (I) or (II). Thus we may and do assume that $\gamma>1$. The implication (II) $\rightarrow$ (I) is true in general, and the implication (II) $\rightarrow$ (I) follows by [2, Theorem 4.1]. That is, we need to show the equivalence between (II) and (III) under the assumption $\gamma>1$.
(II) $\rightarrow$ (III): Suppose that $X$ has right-continuous sample paths of finite variation almost surely. If $\int_{[-1,1]}|x| \nu(d x)<$ $\infty$ then (III) follows from the inequality $\int_{[-1,1]}|x| \nu(d x) \leq \int_{[-1,1]}|x|^{1 /(2-\gamma)} \nu(d x)$. Therefore we may and
do assume that $\int_{[-1,1]}|x| \nu(d x)=\infty$. By Theorem $1.1, \phi$ is absolutely continuous with a derivative $\phi^{\prime}$ satisfying (6), which implies that (III) is satisfied cf. Remark 3.1.
(III) $\rightarrow$ (II): Suppose that (III) holds. According to the Lévy-Itô decomposition (see [8, Theorem 19.2]) there exists a decomposition $Z=Z^{\mathrm{s}}+Z^{1}$ where $Z^{\mathrm{s}}$ and $Z^{1}$ are two independent Lévy processes with Lévy measures $\nu^{\mathrm{s}}=\nu_{\mid[-1,1]}$ and $\nu^{1}=\nu_{\mid[-1,1]^{c}}$, respectively. Decompose $X$ as $X_{t}=X_{t}^{\mathrm{s}}+X_{t}^{1}$ where

$$
\begin{equation*}
X_{t}^{\mathrm{s}}=\int_{-\infty}^{t} \phi(t-u) d Z_{u}^{\mathrm{s}} \quad \text { and } \quad X_{t}^{1}=\int_{-\infty}^{t} \phi(t-u) d Z_{u}^{1} \tag{17}
\end{equation*}
$$

The two integrals exist thanks to Theorem 2.1. By Remark 3.1, $\phi$ is absolutely continuous with a derivative $\phi^{\prime}$ satisfying (6) and since $\nu^{\mathrm{s}}$ is concentrated on $[-1,1], X^{\mathrm{s}}$ has right-continuous sample paths of finite variation cf. Theorem 1.1. To show that $X^{1}$ has a.a. sample paths of finite variation let $B=\left\{B_{t}: t \in \mathbb{R}\right\}$ be a process with $B_{0}=0$ satisfying $B_{t}-B_{u}=\mathrm{V}\left(Z^{1},(u, t]\right)$ for all $u \leq t$. Then $B$ is an increasing Lévy process with Lévy measure $\nu_{B}$ given by $\nu_{B}(A)=\int_{\mathbb{R}} \mathbf{1}_{A}(|x|) \nu^{1}(d x)$ for all Borel measurable sets $A \subseteq \mathbb{R}$ cf. [8, Theorem 21.9]. We extend $\phi$ to $\mathbb{R}$ by setting $\phi(t)=0$ for $t<0$. From the fact that $\phi$ is increasing on $(-\infty, \lambda /(\gamma-1)]$ and decreasing on $[\lambda /(\gamma-1), \infty)$ it follows that there exists a constant $c>0$, depending only on $t, \gamma$ and $\lambda$, such that

$$
\begin{equation*}
\mathrm{V}(\phi(\cdot-u) ;[0, t])=\mathrm{V}(\phi ;[-u, t-u]) \leq c e^{(\lambda / 2) u} \quad \text { for all } u \in \mathbb{R} \tag{18}
\end{equation*}
$$

For all $0=t_{0}<\cdots<t_{n}=t$ we have

$$
\begin{align*}
\sum_{i=1}^{n}\left|X_{t_{i}}^{1}-X_{t_{i-1}}^{1}\right| & =\sum_{i=1}^{n}\left|\int_{-\infty}^{t}\left(\phi\left(t_{i}-u\right)-\phi\left(t_{i-1}-u\right)\right) d Z_{u}^{1}\right|  \tag{19}\\
& \leq \int_{-\infty}^{t} \mathrm{~V}(\phi(\cdot-u) ;[0, t]) d B_{u} \leq c \int_{-\infty}^{t} e^{(\lambda / 2) u} d B_{u} \tag{20}
\end{align*}
$$

where the latter integral is finite a.s. due to the fact that $\int_{|x| \geq 1} \log (|x|) \nu_{B}(d x)<\infty$, see e.g. [6, Theorem 55 (i)]. Thus $X^{1}$ has a.a. sample paths of finite variation. By Lebesgue's dominated convergence theorem it follows that $X^{1}$ has continuous sample paths a.s. This completes the proof.
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# Intervention in Ornstein-Uhlenbeck SDEs 
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#### Abstract

We introduce a notion of intervention for stochastic differential equations and a corresponding causal interpretation. For the case of the Ornstein-Uhlenbeck SDE, we show that the SDE resulting from a simple type of intervention again is an Ornstein-Uhlenbeck SDE. We discuss criteria for the existence of a stationary distribution for the solution to the intervened SDE. We illustrate the effect of interventions by calculating the mean and variance in the stationary distribution of an intervened process in a particularly simple case.
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## 1 Introduction

Causal inference for continuous-time processes is a field in ongoing development. Similar to causal inference for graphical models, see [8], one of the primary objectives for causal inference for continuous-time processes is to estimate the effect of an intervention given assumptions on the distribution and causal structure of the observed continuous-time process.
Several flavours of causal inference are available for continuous-time processes, see for example [3], [4] and [9]. In this paper, we outline a notion of intervention for stochastic differential equations and a corresponding causal interpretation, we calculate the solution to an intervened Ornstein-Uhlenbeck SDE, and we calculate analytical expressions for the mean and variance of the stationary distribution of the resulting process for particular examples of interventions.

## 2 Causal interpretation of stochastic differential equations

Consider a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ satisfying the usual conditions, see [10] for the definition of this and other notions related to continuous-time stochastic processes. Let $Z$ be a $d$-dimensional semimartingale and assume that $a: \mathbb{R}^{p} \rightarrow \mathbb{M}(p, d)$ is a Lipschitz mapping, where $\mathbb{M}(p, d)$ denotes the space of real $p \times d$ matrices. Consider the stochastic differential equation (SDE)

$$
\begin{equation*}
X_{t}^{i}=x_{0}^{i}+\sum_{j=1}^{d} \int_{0}^{t} a_{i j}\left(X_{s-}\right) \mathrm{d} Z_{s}^{j}, \quad i \leq p \tag{1}
\end{equation*}
$$

By the Lipschitz property of $a$, it holds by Theorem V. 7 of [10] that there exists a pathwisely unique solution to (1). The following definition yields a causal interpretation of (1) based on simple substitution and inspired by ideas outlined in Section 4.1 of [1].
*e-mail: alexander@math.ku.dk

Definition 2.1. Consider some $m \leq p$ and $c \in \mathbb{R}$. The $(p-1)$-dimensional intervened $S D E$ arising from the intervention $X^{m}:=c$ is defined to be

$$
\begin{equation*}
U_{t}^{i}=x_{0}^{i}+\sum_{j=1}^{d} \int_{0}^{t} b_{i j}\left(U_{s-}\right) \mathrm{d} Z_{s}^{j} \text { for } i \leq p \text { with } i \neq m \tag{2}
\end{equation*}
$$

where $b_{i j}\left(y_{1}, \ldots, y_{m-1}, y_{m+1}, \ldots, y_{p}\right)=a_{i j}\left(y_{1}, \ldots, c, \ldots, y_{p}\right)$, and the $c$ is on the $m$ 'th coordinate. Letting $U$ be the unique solution to the $S D E$ and defining $Y=\left(U^{1}, \ldots, U^{m-1}, c, U^{m+1}, \ldots, U^{p}\right)$, we refer to $Y$ as the intervened process and write $\left(X \mid X^{m}:=c\right)$ for $Y$.

By Theorem V. 16 and Theorem V. 5 of [10], the solutions to both (1) and (2) may be approximated by the Euler schemes for their respective SDEs. Making these approximations and applying Pearl's notion of intervention in an appropriate sense, see [8], we may interpret Definition 2.1 as intervening in the system (1) under the assumption that the driving semimartingales $Z^{1}, \ldots, Z^{d}$ are noise processes unaffected by interventions, while the processes $X^{1}, \ldots, X^{p}$ are affected by interventions. Note that the operation of making an intervention takes a $p$-dimensional SDE as its input and yields a $(p-1)$-dimensional SDE as its output, and this operation is crucially dependent on the coefficients in the SDE: These coefficients in a sense corresponds to the directed acyclic graphs of [8]. A major benefit of causality in systems such as (1) as compared to the theory of [8] is the ability to capture feedback systems and interventions in such feedback systems.
As the solutions to (1) and (2) are defined on the same probability space, we may even consider the process $Y-X$, where $Y=\left(X \mid X^{m}:=c\right)$, allowing us to calculate for example the variance of the effect of the intervention. As $Y$ and $X$ are never observed simultaneously in practice, however, we will concentrate on analyzing the differences between the laws of $Y$ and $X$ separately.
Recent developments related to causality for continuous-time processes have been focused on weak conditional local independence (WCLI), see for example [4]. A link between our notion of intervention and WCLI is the following: If $X^{i}$ is equal to the intervened process $\left(X^{i} \mid X^{m}:=c\right)$ for some $c$, then $X^{i}$ is WCLI of $X^{m}$.

## 3 Intervention in Ornstein-Uhlenbeck SDEs

Recall that for an $\mathcal{F}_{0}$ measurable variable $X_{0}$ and for $A \in \mathbb{R}^{p}, B \in \mathbb{M}(p, p)$ and $\sigma \in \mathbb{M}(p, d)$, the OrnsteinUhlenbeck SDE with initial value $X_{0}$, mean reversion level $A$, mean reversion speed $B$, diffusion matrix $\sigma$ and $d$-dimensional driving noise is

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} B\left(X_{s}-A\right) \mathrm{d} s+\sigma W_{t} \tag{3}
\end{equation*}
$$

where $W$ is a $d$-dimensional $\left(\mathcal{F}_{t}\right)$ Brownian motion, see Section II. 72 of [11]. The unique solution to this equation is $X_{t}=\exp (t B)\left(X_{0}-\int_{0}^{t} \exp (-s B) B A \mathrm{~d} s+\int_{0}^{t} \exp (-s B) \sigma \mathrm{d} W_{s}\right)$ where the matrix exponential is defined by $\exp (A)=\sum_{n=0}^{\infty} A^{n} / n$ !. This is a Gaussian homogeneous Markov process with continuous sample paths. The following lemma shows that making an intervention in an Ornstein-Uhlenbeck SDE yields an SDE whose nontrivial coordinates solve another Ornstein-Uhlenbeck SDE.
Lemma 3.1. Consider the Ornstein-Uhlenbeck SDE (3) with initial value $x_{0}$. Fix $m \leq p$ and $c \in \mathbb{R}$, and let $X$ be the unique solution to (3). Let $Y=\left(X \mid X^{m}:=c\right)$ and let $Y^{-m}$ be the $p-1$ dimensional process obtained by removing the m'th coordinate from $Y$. Let $\tilde{B}$ be the submatrix of $B$ obtained by removing the $m$ 'th row and column of $B$, and assume that $\tilde{B}$ is invertible. Then $Y^{-m}$ solves

$$
\begin{equation*}
Y_{t}^{-m}=y_{0}+\int_{0}^{t} \tilde{B}\left(Y_{s}^{-m}-\tilde{A}\right) \mathrm{d} s+\tilde{\sigma} W_{t} \tag{4}
\end{equation*}
$$

where $y_{0}$ is obtained by removing the $m$ 'th coordinate from $x_{0}, \tilde{\sigma}$ is obtained by removing the $m$ 'th row of $\sigma$ and $\tilde{A}=\alpha-\tilde{B}^{-1} \beta$, where $\alpha$ and $\beta$ are obtained by removing the $m$ 'th coordinate from $A$ and from the vector whose $i$ 'th component is $b_{i m}\left(c-a_{m}\right)$, respectively, where $b_{i m}$ is the entry corresponding to the $i$ 'th row and the $m$ 'th column of $B$, and $a_{m}$ is the m'th element of $A$.
Proof. By Definition 2.1, $Y_{t}^{i}=y_{0}+\int_{0}^{t} b_{i m}\left(c-a_{m}\right)+\sum_{j \neq m} b_{i j}\left(Y_{s}^{j}-a_{j}\right) \mathrm{d} s+\sum_{j=1}^{p} \sigma_{i j} W_{t}^{j}$ for $i \neq m$. Note that for any vector $y$, the system of equations in $\tilde{a}$

$$
\begin{equation*}
b_{i m}\left(c-a_{m}\right)+\sum_{j \neq m} b_{i j}\left(y_{j}-a_{j}\right)=\sum_{j \neq m} b_{i j}\left(y_{j}-\tilde{a}_{j}\right) \text { for } i \neq m \tag{5}
\end{equation*}
$$

is equivalent to the system of equations

$$
\begin{equation*}
\sum_{j \neq m} b_{i j} \tilde{a}_{j}=\left(\sum_{j \neq m} b_{i j} a_{j}\right)-b_{i m}\left(c-a_{m}\right) \text { for } i \neq m \tag{6}
\end{equation*}
$$

which, since we have assumed $\tilde{B}$ to be invertible, has the unique solution $\tilde{A}=\tilde{B}^{-1}(\tilde{B} \alpha-\beta)=\alpha-\tilde{B}^{-1} \beta$. For $i \neq m$, we then obtain $Y_{t}^{i}=y_{0}+\int_{0}^{t} \sum_{j \neq m} b_{i j}\left(Y_{s}^{j}-\tilde{a}_{j}\right) \mathrm{d} s+\sum_{j=1}^{p} \sigma_{i j} W_{t}^{j}$, proving the result.
Recall that a principal submatrix of a matrix is a submatrix with the same rows and columns removed. In words, Lemma 3.1 states that if a particular principal submatrix $\tilde{B}$ of the mean reversion speed is invertible, then making the intervention $X^{m}:=c$ in an Ornstein-Uhlenbeck SDE results in a new Ornstein-Uhlenbeck SDE with mean reversion speed $\tilde{B}$ and modified mean reversion level involving the inverse of $\tilde{B}$. Now assume that an Ornstein-Uhlenbeck SDE is given such that the solution has a stationary initial distribution. A natural question to ask is what interventions will yield intervened processes where stationary initial distributions also exist. In the following, we consider this question.
Recall that a square matrix is called stable if its eigenvalues have negative real parts and semistable if its eigenvalues have nonpositive real parts, see [2]. Theorem 4.1 of [12] yields necessary and sufficient criteria for the existence of a stationary probability measure for the solution of (3). One criterion is expressed in terms of the controllability subspace of of the matrix pair $(B, \sigma)$, which is the span of the columns in the matrices $\sigma, B \sigma, \ldots, B^{p-1} \sigma$. In the case where $\sigma$ has full column span, meaning that the columns of $\sigma$ span all of $\mathbb{R}^{p}$, the controllability subspace is all of $\mathbb{R}^{p}$, and Theorem 4.1 of [12] shows that the existence of a stationary probability measure is equivalent to $B$ being stable. The case where $\sigma$ is not required to have full column span is more involved.
In the following, we will restrict our attention to Ornstein-Uhlenbeck processes with $\sigma$ having full column span. By Theorem 4.1 of [12], it then holds that there exists a stationary distribution if and only if $B$ is stable. Furthermore, applying Theorem 2.4 and Theorem 2.12 of [7], it holds in the affirmative case that the stationary distribution is the normal distribution with mean $\mu$ and variance $\Gamma$ solving $B \mu=B A$ and $\sigma \sigma^{t}+B \Gamma+\Gamma B^{t}=0$. Note that as $B$ is stable, zero is not an eigenvalue of $B$, thus $B$ is invertible and $\mu=A$. Also, stability of $B$ yields that $\Gamma=\int_{0}^{\infty} e^{s B} \sigma \sigma^{t} e^{s B^{t}} \mathrm{~d} s$. For the $(p-1)$-dimensional OrnsteinUhlenbeck process resulting from an intervention according to Lemma 3.1, the diffusion matrix $\tilde{\sigma}$ is obtained by removing the $m$ 'th row of $\sigma$. As the columns of $\sigma$ span $\mathbb{R}^{p}$, the columns of $\tilde{\sigma}$ span $\mathbb{R}^{p-1}$. Therefore, it also holds for the intervened process that there exists a stationary distribution if and only if the mean reversion speed is stable. We conclude that for diffusion matrices with full column span, the existence of stationary distributions for both the original and the intervened SDE is determined solely by stability of the mean reversion speed matrix $B$ and corresponding principal submatrices.
Consider a stable matrix $B$. It then holds that if all principal submatrices of $B$ are stable, all interventions will preseve stability of the system. We are thus lead to the question of when a principal submatrix of a matrix is stable. In general, stability or semistability does not lead to stability or semistability of principal submatrices. There are, however, classes of matrices satisfying that all principal submatrices are stable. For example, by the inclusion principle for symmetric matrices, see Theorem 4.3.15 of [6], it follows that a
principal submatrix of any symmetric stable matrix again is stable. In general, though, it is difficult to ensure that all principal submatrices are stable. However, there are criteria ensuring that all principal submatices are semistable. For example, Lemma 2.4 of [5] shows that if $B$ is stable and sign symmetric, then all principal submatrices of $B$ are semistable. Here, sign symmetry is a somewhat involved matrix criterion, it does however hold that any stable symmtric matrix also is sign symmetric. Furthermore, by Theorem 1 of [2], either of the following three properties are also sufficient for having all principal submatrices being semistable: that $A-D$ is stable for all nonnegative diagonal $D$, that $D A$ is stable for all positive diagonal $D$, or that there is positive diagonal $D$ such that $A D+D A^{t}$ is negative definite.

## 4 An example of a particular intervention

Consider now a three-dimensional Ornstein-Uhlenbeck process $X$ with $\sigma$ being the identity matrix of order three and upper diagonal mean reversion speed matrix $B$, and assume that the diagonal elements of $B$ all are negative. As the diagonal elements of $B$ in this case also are the eigenvalues, $B$ and all of its principal submatrices are then stable. The interpretation of having $B$ upper diagonal is that the levels of both $X^{1}, X^{2}$ and $X^{3}$ directly influence the average change in $X^{1}$, while only the levels of $X^{2}$ and $X^{3}$ directly influence the average change in $X^{2}$ and only $X^{3}$ directly influences the average change in $X^{3}$.
We will investigate the details of what happens to the system when making the interventions $X^{2}:=c$ or $X^{3}:=c$. To this end, we calculate the stationary mean and variance, that is, the mean and variance in the stationary distribution, for each of the intervened processes. Consider first the case of the intervention $X^{2}:=c$. Let $\mu$ and $\Gamma$ denote the mean and variance in the stationary distribution after intervention. Applying Lemma 3.1, the result of making this intervention is an Ornstein-Uhlenbeck process with mean reversion speed and mean reversion level

$$
\left[\begin{array}{cc}
b_{11} & b_{13}  \tag{7}\\
0 & b_{33}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{l}
a_{1} \\
a_{3}
\end{array}\right]-\left[\begin{array}{cc}
b_{11} & b_{13} \\
0 & b_{33}
\end{array}\right]^{-1}\left[\begin{array}{c}
b_{12}\left(c-a_{2}\right) \\
0
\end{array}\right]
$$

By explicit calculations, we obtain

$$
\mu=\left[\begin{array}{cc}
a_{1}-\frac{b_{12}}{b_{11}}\left(c-a_{2}\right)  \tag{8}\\
a_{3}
\end{array}\right] \text { and } \Gamma=\left[\begin{array}{cc}
-\frac{1}{2 b_{11}}-\frac{b_{13}^{2}}{2 b_{11} b_{33}\left(b_{11}+b_{33}\right)} & \frac{b_{13}}{2 b_{33}\left(b_{11}+b_{33}\right)} \\
\frac{b_{13}}{2 b_{33}\left(b_{11}+b_{33}\right)} & -\frac{1}{2 b_{33}}
\end{array}\right] .
$$

Next, considering the intervention $X^{3}:=c$, we let $\nu$ and $\Sigma$ denote the mean and variance in the stationary distribution. By Lemma 3.1, the result of making this intervention is an Ornstein-Uhlenbeck process with mean reversion speed and mean reversion level

$$
\left[\begin{array}{cc}
b_{11} & b_{12}  \tag{9}\\
0 & b_{22}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{l}
a_{1} \\
a_{2}
\end{array}\right]-\left[\begin{array}{cc}
b_{11} & b_{12} \\
0 & b_{22}
\end{array}\right]^{-1}\left[\begin{array}{l}
b_{13}\left(c-a_{3}\right) \\
b_{23}\left(c-a_{3}\right)
\end{array}\right]
$$

yielding by calculations similar to the previous case that

$$
\nu=\left[\begin{array}{c}
a_{1}-\left(\frac{b_{13}}{b_{11}}-\frac{b_{12} b_{23}}{b_{11} b_{22}}\right)\left(c-a_{3}\right)  \tag{10}\\
a_{2}-\frac{b_{22}}{b_{22}}\left(c-a_{3}\right)
\end{array}\right] \text { and } \Sigma=\left[\begin{array}{cc}
-\frac{1}{2 b_{11}}-\frac{b_{12}^{2}}{2 b_{11} b_{22}\left(b_{11}+b_{22}\right)} & \frac{b_{12}}{2 b_{22}\left(b_{11}+b_{22}\right)} \\
\frac{b_{12}}{2 b_{22}\left(b_{11}+b_{22}\right)} & -\frac{1}{2 b_{22}}
\end{array}\right]
$$

We now interpret these results. In the original system, all of $X^{1}, X^{2}$ and $X^{3}$ negatively influenced themselves, and in addition to this, $X^{2}$ influenced $X^{1}$ and $X^{3}$ influenced $X^{1}$ both directly and through its influence on $X^{2}$. Based on this, we would expect that making the intervention $X^{2}:=c$, the stationary mean of $X^{3}$ would not be changed, while the stationary mean of $X^{1}$ would change, depending on the level of influence $b_{12}$ of $X^{2}$ on $X^{1}$. This is what we see in (8). When making the intervention $X^{3}:=c$, however, we
obtain a change in the stationary mean of $X^{1}$ based both on the direct influence of $X^{3}$ on $X^{1}$, depending on $b_{13}$, but also on the indirect influence of $X^{3}$ on $X^{1}$ through $X^{2}$, depending also on $b_{23}$ and $b_{12}$. Furthermore, the stationary mean of $X^{2}$ also changes. This is what we see in (10).
As for the stationary variance, the changes resulting from interventions are in both cases of the same type, both independent of $c$. This implies that while we in most cases will be able to obtain any stationary mean for, say, $X^{1}$, by picking $c$ suitably, the stationary variance is influenced only by the parts of the system for which the interventions are made. Furthermore, by considering explicit formulas for the stationary variance in the original system, it may be seen that for example positive covariances may turn negative and vice versa when making interventions.
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#### Abstract

Two novel multiscale methods for digital images are proposed. The first method detects differences between two images obtained from the same object at two different instants of time. It detects both small scale, sharp changes and large scale, average changes. The second method extracts features that differ in intensity from their surroundings and produces a multiresolution analysis of an image as a sum of scale-dependent components. As images are usually noisy, Bayesian inference is used to separate real differences and features from artefacts caused by random noise. The use of the Bayesian paradigm allows the use of various noise types, incorporation of expert knowledge about the images at hand and facilitates analysis of non-linear transformation of images. The methods are instants of SiZer (Significant zero crossings of derivatives) methodology that was originally considered for one-dimensional nonparametric probability density estimation and curve fitting [1, 2]. The new methods, iBSiZer (Bayesian SiZer for images) and MRBSiZer (Multiresolution Bayesian SiZer), were originally proposed in [7] and [8], respectively.
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## 1 Introduction

When two images have been obtained from the same object at two different times, the changed areas can in principle be detected from the pixelwise difference image. However, as images usually contain noise, statistical methods are needed to separate the real changes from noise artefacts. In particular, large areas where the pixel intensity has changed only slightly may easily be masked by noise. If such areas are smoothed, the pixelwise noise variance can be reduced making the underlying signal easier to detect. Special challenges arise when one wants to detect changes in multispectral images, such as in the case of the Landsat ETM+ satellite. To facilitate change detection, the multidimensional data are often first transformed to make it one dimensional. The noise in the transformed image may then have a complicated structure making statistical inference challenging.
We propose a statistical method for the analysis of the transformed images that also allows detection of changes in many spatial scales. The changes are detected using Bayesian inference that facilitates the incorporation of expert information about the images at hand. Analysis in multiple spatial scales is achieved by employing many different smoothing levels.
The methods have their origin in SiZer technology first introduced in [1, 2] for the purposes of onedimensional nonparametric probability density estimation and curve fitting. Since then it has been developed into various directions including Bayesian approaches, analysis of two-dimensional densities and images; see the review articles [5] and [6] and the references therein. The change detection method discussed here is called Bayesian SiZer for images, or iBSiZer [7].

[^13]Another closely related problem is the detection of image features that differ in intensity values from their surroundings. To solve this problem, we decompose the image into additive components that corresponds to features in different spatial scales. The resulting method is referred to as Multiresolution Bayesian SiZer, or MRBSiZer [8].
The Bayesian framework is presented in Section 2, the iBSiZer and MRBSiZer methods are outlined in Section 3, and example images are analyzed in Section 4.

## 2 Bayesian framework

A grayscale digital image can be considered as an $M \times N$ array of real numbers $x_{i j}$, but in mathematical derivations we treat it is as a vector $\mathbf{x}=\left[x_{1}, \ldots, x_{n}\right] \in \mathbb{R}^{n}, n=N M$. Landsat ETM+ satellite images consist of eight image bands, each representing a different wavelength of light. We vectorize each $M \times N$ band image and then combine the bands corresponding to the two instants of time considered into one $16 n \times 1$ vector $\mathbf{x}=\left[\mathbf{x}_{11}^{T}, \ldots, \mathbf{x}_{18}^{T}, \mathbf{x}_{21}^{T}, \ldots, \mathbf{x}_{28}^{T}\right]^{T}$, where $\mathbf{x}_{i j}$ is the band $j$ at time $i$.
An observed image $\mathbf{y}$, satellite or otherwise, is modeled as

$$
\begin{equation*}
\mathbf{y}=\mathbf{x}+\varepsilon \tag{1}
\end{equation*}
$$

where, x is the true image and $\varepsilon$ is the corrupting noise. The posterior distribution of x given y is then

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{y})=\frac{p(\mathbf{y} \mid \mathbf{x}) p(\mathbf{x})}{p(\mathbf{y})} \propto p(\mathbf{y} \mid \mathbf{x}) p(\mathbf{x}) \tag{2}
\end{equation*}
$$

where $p(\mathbf{y} \mid \mathbf{x})$ is the likelihood of $\mathbf{y}$ given $\mathbf{x}$ and $p(\mathbf{x})$ is the prior distribution of $\mathbf{x}$. The noise is assumed to have a Gaussian distribution $\varepsilon \sim \mathrm{N}(\mathbf{0}, \boldsymbol{\Sigma})$ and hence $p(\mathbf{y} \mid \mathbf{x})$ is a Gaussian density.
As the prior distribution of $\mathbf{x}$, we use a Gaussian smoothing prior that penalizes for image roughness as measured by the second differences of neighboring pixel intensities [7]. For Landsat ETM+ images, the prior models the prior temporal dependence in the images corresponding to the same band as well as the smoothness of each band image $\mathbf{x}_{i j}$. This prior model for Landsat ETM+ images is discussed in more detail in [9].
By substituting the Gaussian likelihood and the Gaussian smoothing prior one obtains a multivariate Gaussian posterior [7]. If the values of the parameters in prior or likelihood are unknown, one can use the empirical Bayes approach that estimates them from the data or alternatively use the fully Bayesian approach that treats them as random variables (see [7] and [9]).

## 3 Scale space analysis

IBSiZer detects credible changes between two images in many scales. The scales are defined by applying various degrees of smoothing to the images. However, instead of using the smooths of the observed images directly, change detection is based on the posterior distribution of the smooths of the true underlying difference image.
We use the roughness penalty smoother

$$
\mathbf{S}_{\lambda}=(\mathbf{I}+\lambda \mathbf{Q})^{-1}
$$

where $\mathbf{Q}=\mathbf{C}^{T} \mathbf{C}$, and $\mathbf{C}$ is the matrix that defines the second differences of neighboring pixels and $\mathbf{I}$ is the identity matrix. The parameter $\lambda$ controls the smoothness of the smooth $\mathbf{S}_{\lambda} \mathbf{x}$ and we require that as $\lambda \rightarrow \infty$, $\mathbf{S}_{\lambda} \mathbf{x}$ approaches the mean of $\mathbf{x}$; see [7] for details.
Change detection is performed in three steps. The first step is to obtain the posterior distribution of the true underlying difference image. When changes are detected from Landsat ETM+ satellite images, the image
dimensionality is first reduced using a transformation $t$ so that instead of having a vector of length 16 n to analyze, a vector of length $n$ is analyzed. Examples of such a transformation are for example the temporal difference of vegetation indexes or the temporal difference of a certain image band. Different transformations give different information about the change and therefore, the transformation $t$ needs to be chosen carefully to match the change type of interest. The likelihood function $p(t(\mathbf{y}) \mid t(\mathbf{x}))$ can then be complex, whereas the likelihood function $p(\mathbf{y} \mid \mathbf{x})$ is simply a multivariate Gaussian. It is also easier to formulate one's prior knowledge about the images in terms of $\mathbf{x}$ rather than in terms of $t(\mathbf{x})$. Especially, the dependency between bands on different time points can be taken into account in the prior of $\mathbf{x}$. Therefore, instead of $p(t(\mathbf{x}) \mid t(\mathbf{y}))$, we consider $p(t(\mathbf{x}) \mid \mathbf{y})$. For digital grayscale images, the transformation $t$ can be simply the difference of images $\mathbf{x}_{1}-\mathbf{x}_{2}$. The posterior distribution $p(t(\mathbf{x}) \mid \mathbf{y})$ can be analyzed by first drawing a sample from the posterior distribution (2) and then transforming each sampled image by $t$.
The second step is to obtain the posterior distribution of the smooths $p\left(\mathbf{S}_{\lambda} t(\mathbf{x}) \mid \mathbf{y}\right)$. In practice, this posterior is approximated by smoothing the images sampled in the first step. The third step is to use the smoothed sample images to detect the pixels that have high enough posterior probability to differ credibly from zero. The inference here is simultaneous over all pixels of the image and we use the "simultaneous credible intervals" (CI) method that was first proposed for one dimensional data in [3] and then extended for digital images in [8].
MRBSiZer considers a single image and aims to detect areas that differ in intensity from their neighborhood. This is accomplished by employing differences of image smooths. In the following, $\mathbf{x}$ can represent a grayscale image, a difference image or a transformed image.
Let $0=\lambda_{1}<\lambda_{2}<\cdots<\lambda_{L-1}<\lambda_{L}=\infty$ be a set of smoothing levels. Then

$$
\begin{equation*}
\mathbf{x}=\sum_{i=1}^{L-1}\left(\mathbf{S}_{\lambda_{i}}-\mathbf{S}_{\lambda_{i+1}}\right) \mathbf{x}+\mathbf{S}_{\lambda_{L}} \mathbf{x} \equiv \sum_{i=1}^{L-1} \mathbf{z}_{i}+\mathbf{z}_{L} \tag{3}
\end{equation*}
$$

where $\mathbf{z}_{i}=\left(\mathbf{S}_{\lambda_{i}}-\mathbf{S}_{\lambda_{i+1}}\right) \mathbf{x}$ for $i=1, \ldots, L-1$, and $\mathbf{z}_{L}=\mathbf{S}_{\infty} \mathbf{x}$. Here $\mathbf{z}_{i}$ for $i=1, \ldots, L-1$ is the difference between two consecutive smooths and is referred to as the $i$ th "detail" of the decomposition (3). It can be interpreted as the detail lost when smoothing is increased from $\lambda_{i}$ to $\lambda_{i+1}$.
As in iBSiZer, the first step is to obtain the posterior distribution of $\mathbf{x}$ given the noisy data $\mathbf{y}$. The second step is to obtain the posterior distributions of the differences of smooths $\mathbf{z}_{i}=\left(\mathbf{S}_{\lambda_{i}}-\mathbf{S}_{\lambda_{i+1}}\right) \mathbf{x}$ using the sample generated in the first step. Finally, the credibly nonzero image parts of each $\mathbf{z}_{i}$ are detected as in iBSiZer.

## 4 Experiments

To illustrate the idea of iBSiZer, we will first detect changes in a pair of images based on a real Landsat ETM + satellite image and manually constructed changes, using the difference of their NDVI (Normalized difference vegetation index) images. For a pair of satellite images represented by $\mathbf{v}=\left[\mathbf{v}_{11}^{T}, \ldots, \mathbf{v}_{28}^{T}\right]^{T}$ the NDVI difference is computed as

$$
\mathbf{N}_{\mathbf{v}} \equiv \frac{\mathbf{v}_{24}-\mathbf{v}_{23}}{\mathbf{v}_{24}+\mathbf{v}_{23}}-\frac{\mathbf{v}_{14}-\mathbf{v}_{13}}{\mathbf{v}_{14}+\mathbf{v}_{13}}
$$

The true and the noisy NDVI difference images are denoted by $\mathbf{N}_{\mathbf{x}}$ and $\mathbf{N}_{\mathbf{y}}$, respectively. The test image pair is constructed from a $176 \times 165$ subimage of a full Landsat ETM + satellite image [7]. The images were first smoothed to obtain $\mathbf{x}_{13}$ and $\mathbf{x}_{14}$. The images $\mathbf{x}_{23}$ and $\mathbf{x}_{24}$ were then obtained by making manually changes to $\mathbf{x}_{13}$ and $\mathbf{x}_{14}$. Finally, the "observed images" $\mathbf{y}_{13}, \mathbf{y}_{14}, \mathbf{y}_{23}$, and $\mathbf{y}_{24}$ were constructed by adding Gaussian iid noise with variance 16 to each band. The noisy band images, the corresponding NDVI images, the NDVI-difference of the true and the noisy images are presented in Figure 1.
Assuming the model (1), we use a Gaussian smoothing prior for $\mathbf{x}$ where, in addition to spatial dependence, also temporal dependence is modeled; see [9] for more details. The resulting posterior mean, and the credibility maps with smoothing levels $[0,1,100]$ are displayed in Figure 1. The two smallest scale maps detect
the small changed areas with high absolute intensity. The large positive area in the lower right corner is detected in the larger scale. Note that none of the maps alone would reveal all the interesting features. If simple thresholding would be applied to the noisy NDVI-difference image, the true changes would be masked by noise [9].


Figure 1: A partly artificially constructed pair of satellite images. 1st row: Noisy band images. 2nd row: Noisy NDVI-images, the true and the observed difference of NDVI-images. 3th row: Posterior means of $\mathbf{S}_{\lambda} \mathbf{N}_{\mathbf{x}}, \lambda=0,1,100$. 4th row: Corresponding iBSiZer-maps.

Next, MRBSiZer is used to analyze predicted global climate change between 1980-2000 (present) and 20802100 (future). We had available a posterior sample of climate change fields from a hierarchical Bayesian model that combined predictions of several atmosphere-ocean general circulation models. For the details of the statistical model employed, see [4]. The mean of the sample is presented in the first row of Figure 2. The rest of the rows present the posterior means of the multiresolution details $\mathbf{z}_{i}$ (on the left) and the corresponding MRBSiZer maps (on the right). The smoother used in the scale space analysis operates on a sphere and is defined in [8]. The four rows represent a multiresolution decomposition of predicted global temperature rise into an overall rising mean (bottom panel), a north-south gradient that accounts for the bigger temperature increase in the northern hemisphere (second panel from the bottom) and a pattern of more complex small scale change that concentrates in the northernmost latitudes (the two uppermost panels).


Figure 2: Scale space multiresolution analysis of predicted global climate chance. 1st row: Mean global temperature change field. Rows 2-4: MRBSiZer analysis of temperature change. The left hand column presents the multiresolution detail posterior means and the right hand column shows the corresponding credibility maps. Blue and red corresponds to negative (colder) and positive (warmer) changes respectively.
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#### Abstract

We use a recently introduced framework for multiresolution analysis on the symmetric group to predict rankings. Viewing preferences as sets of permutations, ranking prediction implies to handle probability distributions on the symmetric group, which usually leads to intractable storage or computations. We define a new smoothing technique based on wavelet decomposition that allows to obtain sparse representations for a large class of probability distributions. We show that in many practical cases, our method performs efficiently, in terms of storage and from a computational cost perspective as well.
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## 1 Introduction

Ranking problems have been the subject of much attention these last few years in the machine-learning literature. The need to deal with orderings of items has indeed found more and more applications in modern technological devices such as recommendation systems or search engines, where they model for example preferences on movies or products, relevance of websites to a query, closeness of a relationship in a social network or the order of the words in automatic translation. They all fit in the following general model: the $n$ items are labeled $1,2, \ldots, n$, and each ordering is seen as a permutation $\sigma$ over the set $\{1, \ldots, n\}$, where $\sigma(i)$ is the rank of the object $i$. Learning and prediction of rankings is then made through probabilistic modeling and statistical estimation on the set $\mathfrak{S}_{n}$ of all the permutations of the $n$ items, the symmetric group. The latter's cardinal, equal to $n$ !, rapidly exploding when $n$ increases, any naive approach leads to intractable computations and even the simple storage of a probability vector becomes unfeasible as soon as $n \geq 15$, while the considered applications usually require to deal with $n \geq 10^{5}$ or more.
Hence, efficient inference methods necessarily require smoothing techniques so as to produce estimators with good statistical properties and compact representation both at the same time. Inspired by the remarkable achievements of traditional wavelet methods in signal and image processing, we develop the framework for multiresolution analysis on the symmetric group recently introduced in [3] to perform sparse estimation of probability distribution on $\mathfrak{S}_{n}$.

## 2 Mathematical setting and problem statement

We consider the problem of recovering a probability distribution $p$ on $\mathfrak{S}_{n}$ from a set of observations. Let $L\left(\mathfrak{S}_{n}\right)=\left\{f: \mathfrak{S}_{n} \rightarrow \mathbb{R}\right\}, p \in L\left(\mathfrak{S}_{n}\right)$ is such that for all $\pi \in \mathfrak{S}_{n}, p(\pi) \geq 0$, and $\sum_{\pi \in \mathfrak{S}_{n}} p(\pi)=1$. It typically models the variability of (a community of) customers complete preferences on the $n$ items: if $\sigma$ is a random permutation of law $p$, then the probability that a customer ranks the $n$ items according to

[^14]a given ranking $\pi \in \mathfrak{S}_{n}$ is $\mathbb{P}[\sigma=\pi]=p(\pi)$. More generally, for any subset $S \subset \mathfrak{S}_{n}, \mathbb{P}[\sigma \in S]=$ $\sum_{\pi \in S} p(\pi)=\left\langle p, \mathbf{1}_{S}\right\rangle$, where $\mathbf{1}_{S}$ denotes the indicative function of $S$ and $\langle.,$.$\rangle is the usual inner product$ on $L\left(\mathfrak{S}_{n}\right)$. The observations take the form of subsets of $\mathfrak{S}_{n}$, modeling the preferences expressed by the customers: for instance, if a customer prefers the item $i$ to the item $j$, the corresponding observation is the set of all orderings that rank $i$ before $j$, i.e. $\left\{\pi \in \mathfrak{S}_{n} \mid \sigma(i)<\sigma(j)\right\}$, denoted by abuse $\{i \prec j\}$. Any type of observation fits in this model (see [6]).
In most cases of interest, each customer only expresses his preferences on a small subset of items, leading to very restricted observations and thus very limited information. The problem presents therefore three main challenges, in providing an estimator that has good statistical performance even with very limited information, compact representation and effective computation.
In this paper, we restrict ourselves to the case where the observations are pairwise comparisons, i.e. of the form $\{i \prec j\}$ with $i \neq j$. Thus we assume that we are given $T$ pairwise comparisons $i_{1} \prec j_{1}, \ldots, i_{T} \prec j_{T}$ drawn IID from an observation process defined as follows:

- each pair $\left\{i_{t}, j_{t}\right\}$ is drawn IID from a probability distribution $\mu$ on the pairs among $\{1, \ldots, n\}$ that is assumed to be known;
- knowing that $\left\{i_{t}, j_{t}\right\}=\{i, j\}$, the comparison is $i \prec j$ with probability $\left\langle p, \mathbf{1}_{\{i \prec j\}}\right\rangle=: p_{i \prec j}$ and $i \succ j$ with probability $p_{i \succ j}=1-p_{i \prec j}$.

In this setting, the empirical estimator is defined as the average of all the observations normalized to be a probability distribution:

$$
\begin{equation*}
\widehat{p}=\frac{1}{T} \sum_{t=1}^{T} \frac{2}{n!} \mathbf{1}_{\left\{i_{t} \prec j_{t}\right\}} \tag{1}
\end{equation*}
$$

Let $M$ be the linear operator of $L\left(\mathfrak{S}_{n}\right)$ defined by

$$
\begin{equation*}
M f=\frac{2}{n!} \sum_{1 \leq i<j \leq n} \mu(\{i, j\})\left[\left\langle f, \mathbf{1}_{\{i \prec j\}}\right\rangle \mathbf{1}_{\{i \prec j\}}+\left\langle f, \mathbf{1}_{\{i \succ j\}}\right\rangle \mathbf{1}_{\{i \succ j\}}\right] \tag{2}
\end{equation*}
$$

Then the empirical estimator is a statistical approximation of $M p$ with $\mathbb{E}\left[\|\widehat{p}-M p\|_{2}^{2}\right] \leq 2 /(T . n!)$ where $\|\cdot\|_{2}$ denotes the usual $l^{2}$ norm on $L\left(\mathfrak{S}_{n}\right)$ (the proof is straightforward), and the problem can therefore be seen as an inverse problem, where the goal is to recover $p$ from a noisy version of $M p$. Since for any function $f \in L\left(\mathfrak{S}_{n}\right)$, denoting $\bar{f}=\frac{1}{n!} \sum_{\pi \in \mathfrak{S}_{n}} f(\pi)$,

$$
M f=\bar{f} \mathbf{1}_{\mathfrak{S}_{n}}+\frac{2}{n!} \sum_{1 \leq i<j \leq n} \mu(\{i, j\})\left\langle f-\bar{f}, \mathbf{1}_{\{i \prec j\}}\right\rangle\left[\mathbf{1}_{\{i \prec j\}}-\mathbf{1}_{\{i \succ j\}}\right],
$$

$M$ has rank at most $\binom{n}{2}+1$. Hence, recovering $p$ comes down to approximately solve a linear system of $n(n-1) / 2+1$ equations with $n$ ! unknowns. The solution is far from being unique and the problem requires structural assumptions on $p$ to be resolved. For instance, an assumption of sparsity is made in [2], but empirical evidence show that probability distributions are rather diffuse on $\mathfrak{S}_{n}$. However, we claim that multiresolution analysis allows to build wavelet bases in which a large class of probability distributions have a sparse decomposition, and therefore that $p$ can be recovered by the following optimization problem :

$$
\begin{equation*}
\min _{q \in L\left(\mathfrak{S}_{n}\right)}\|q\|_{\psi, 0} \quad \text { subject to } \quad\|M q-\widehat{p}\|_{2}^{2} \leq \frac{2}{T n!} \tag{3}
\end{equation*}
$$

where $\|q\|_{\psi, 0}$ is the number of coefficients in the decomposition of $q$ in a wavelet basis defined in the sequel. The solution to this problem provides furthermore an estimator with compact representation.

## 3 Multiresolution and wavelet analysis on $\mathfrak{S}_{n}$

The space of real valued functions on $\mathfrak{S}_{n}, L\left(\mathfrak{S}_{n}\right)$, is equipped with the canonical Dirac basis $\left\{\delta_{\sigma}\right\}_{\sigma \in \mathfrak{S}_{n}}$, where $\delta_{\sigma}(\pi)=1$ if $\pi=\sigma$ and 0 otherwise. For a function $f \in L\left(\mathfrak{S}_{n}\right)$, the decomposition

$$
\begin{equation*}
f=\sum_{\sigma \in \mathfrak{S}_{n}} f(\sigma) \delta_{\sigma} \tag{4}
\end{equation*}
$$

shall be referred to as the "spatial" decomposition.

### 3.1 Fourier analysis on $\mathfrak{S}_{n}$

Equipped with the composition operator $\circ, \mathfrak{S}_{n}$ is a non-commutative group. The translation operator on $L\left(\mathfrak{S}_{n}\right)$ related to a permutation $\tau \in \mathfrak{S}_{n}$ is defined by $T_{\tau} f: \pi \mapsto f\left(\tau^{-1} \circ \pi\right)$. It would be expected that a Fourier basis of $L\left(\mathfrak{S}_{n}\right)$ would be an orthonormal basis in which all the operators $T_{\tau}$ are diagonal. Unfortunately, since $\mathfrak{S}_{n}$ is not commutative, the translation operators do not commute and such a basis cannot exist. However, for any $(\tau, \sigma) \in \mathfrak{S}_{n}^{2}$, we have $T_{\tau} \circ T_{\sigma}=T_{\tau \circ \sigma}$, which means that the mapping $\tau \in \mathfrak{S}_{n} \mapsto T_{\tau}$ is a representation of the group $\mathfrak{S}_{n}$ (it is actually the left regular representation of $\mathfrak{S}_{n}$ ). Therefore classic results in group representation theory guarantee the existence of an orthonormal basis in which all the translation operators are block diagonal, with the same blocks. One may refer to [1] for further details. Let us denote by $\rho_{\lambda}(\sigma)$ the block indexed by $\lambda$ of the matrix coefficient of $T_{\sigma}, \sigma \in \mathfrak{S}_{n}$, in this basis. The Fourier (matrix) coefficients of any $f \in L\left(\mathfrak{S}_{n}\right)$ are defined by: $\forall \sigma \in \mathfrak{S}_{n}$,

$$
\widehat{f}(\lambda)=\sum_{\sigma \in \mathfrak{S}_{n}} f(\sigma) \rho_{\lambda}(\sigma) \in \mathcal{M}_{d_{\lambda}}(\mathbb{R})
$$

where $d_{\lambda}$ is the size of the block indexed by $\lambda$. By virtue of the inversion formula, the function $f$ can then be expanded as :

$$
\begin{equation*}
f=\sum_{\lambda} \frac{d_{\lambda}}{n!}\left\langle\widehat{f}(\lambda), \rho_{\lambda}(.)\right\rangle_{H S}, \tag{5}
\end{equation*}
$$

denoting $\langle., .\rangle_{H S}$ the scalar product on matrices. This expansion shall be referred to as the "spectral" decomposition.
Decompositions (4) and (5) describe local properties either only in space, or else in frequency solely. Hence, there is no reason that they would allow sparse representations of functions with spatially varying degrees of smoothness . This motivates the need for building a basis, which would be localized both in space and in frequency, such as that proposed in [3]. We now briefly recall the principles underlying its construction (using slightly different notations).

### 3.2 The multiscale structure of $\mathfrak{S}_{n}$

As a first go, a multiscale structure on $\mathfrak{S}_{n}$ is defined. For $1 \leq k \leq n$, set $\mathcal{A}_{k}=\left\{i=\left(i_{1}, \ldots, i_{k}\right) \in\right.$ $\left.\{1, \ldots, n\}^{k} \mid p \neq q \Rightarrow i_{p} \neq i_{q}\right\}$ and $\mathcal{A}_{0}=\{0\}$ by convention. Define the sets $A_{0}^{0}=\mathfrak{S}_{n}, A_{j}^{1}=\{\sigma \in$ $\left.\mathfrak{S}_{n} \mid \sigma^{-1}(1)=j\right\}$ for $j \in\{1, \ldots, n\}$, and more generally, for $i \in \mathcal{A}_{k}$ and $k \in\{1, \ldots, n-1\}$, consider:

$$
\begin{equation*}
A_{i}^{k}=\left\{\sigma \in \mathfrak{S}_{n} \mid \sigma^{-1}(1)=i_{1}, \ldots, \sigma^{-1}(k)=i_{k}\right\} \tag{6}
\end{equation*}
$$

Observe that, for all $k \in\{0, \ldots, n-1\},\left|A_{i}^{k}\right|=(n-k)$ ! (in particular for $k=n-1, A_{i}^{k}$ is a singleton) and that $\left(\left\{A_{i}^{k}\right\}_{i \in \mathcal{A}_{k}}\right)_{0 \leqslant k \leqslant n-1}$ is a sequence of nested partitions of $\mathfrak{S}_{n}$ :

$$
\begin{array}{ll}
\mathfrak{S}_{n}=\bigcup_{i \in \mathcal{A}_{k}} A_{i}^{k} & \text { for all } k \in\{0, \ldots, n-1\} \\
A_{i}^{k}=\bigcup_{j \notin i} A_{(i, j)}^{k+1} & \text { for all } k \in\{0, \ldots, n-1\} \text { and } i \in \mathcal{A}_{k}
\end{array}
$$

where $j \notin i$ abusively means that $j \in\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$.
Beyond the multiscale structure thus defined for $\mathfrak{S}_{n}$, notice that the $A_{i}^{k}$,s interact well with the group structure of $\mathfrak{S}_{n}$. Indeed, identifying the isomorphic groups $\mathfrak{S}_{n-k}$ and $\left\{\sigma \in \mathfrak{S}_{n} \mid \sigma(1)=1, \ldots, \sigma(k)=k\right\}$, one may write $A_{i}^{k}=\left\{\sigma^{\prime} \circ \pi_{i} \mid \sigma^{\prime} \in \mathfrak{S}_{n-k}\right\}$, where $\pi_{i}$ is any permutation in $\mathfrak{S}_{n}$ such that $\pi_{i}^{-1}(1)=$ $i_{1}, \ldots, \pi_{i}^{-1}(k)=i_{k}$. This means that $A_{i}^{k}$ is a right coset of $\mathfrak{S}_{n-k}$ in $\mathfrak{S}_{n}$, which is denoted by $A_{i}^{k}=$ $\mathfrak{S}_{n-k} \pi_{i}$. Therefore, the sequence of nested partitions is directly related to the embedding of subgroups $\mathfrak{S}_{1} \subset \cdots \subset \mathfrak{S}_{n-1} \subset \mathfrak{S}_{n}$. This key point allow the basis defined below to enjoy good localization properties in frequency.

### 3.3 Multiresolution analysis on $\mathfrak{S}_{n}$

The definition of a multiresolution analysis on the symmetric group given in [3] is based on the multiscale tree-structure of $\mathfrak{S}_{n}$ described above. It involves the projectors $P_{i}: f \in L\left(\mathfrak{S}_{n}\right) \mapsto f \mathbf{1}_{A_{i}^{k}}, i \in A_{i}^{k}$ and $k \in\{0, \ldots, n-1\}$.
Definition 3.1. A sequence of subspaces $V^{0} \subseteq V^{1} \subseteq \ldots \subseteq V^{n-1}=L\left(\mathfrak{S}_{n}\right)$ forms a coset based multiresolution analysis $(C M R A)$ for $\mathfrak{S}_{n}$ if the following properties are satisfied.
A. For any $f \in V^{k}$ and $\tau \in \mathfrak{S}_{n}, T_{\tau} f \in V^{k}$.
B. If $f \in V^{k}$, then $P_{i} f \in V^{k+1}$ for any $i \in \mathcal{A}_{k+1}$.
C. If $g \in V^{k+1}$, then for any $i \in \mathcal{A}_{k+1}$ there exist $f \in V^{k}$ such that $P_{i} f=g$.

We refer to [3] for a detailed description of a general method to construct a CMRA for $\mathfrak{S}_{n}$, starting from any given subspace $V^{0}$. In this paper, focus is on the simple, but sufficiently rich, case where $V^{0}=\{f \in$ $L\left(\mathfrak{S}_{n}\right): \quad f$ constant on $\left.\mathfrak{S}_{n}\right\}$. It yields the subspaces :

$$
V^{k}=\left\{f \text { constant on each } A_{i}^{k}, \quad i \in \mathcal{A}_{k}\right\}, \quad k \in\{1, \ldots, n-1\}
$$

### 3.4 Wavelets on $\mathfrak{S}_{n}$

Starting from a multiresolution analysis $\left(V^{k}\right)_{1 \leq k<n}$, the general construction scheme for wavelet bases was formalized in [4]. The principle is to define $\bar{W}^{k+1}$ as the orthogonal of $V^{k}$ in $V^{k+1}$ and to consider the decomposition:

$$
V^{N}=V^{0} \bigoplus\left[\bigoplus_{k=1}^{n-1} W^{k}\right]
$$

Then one has to define orthonormal bases for $V^{0}$ and the $W^{k}$, that interact well with the multiresolution structure. For the considered case of piecewise constant functions, the associated wavelet bases are similar to Haar bases, and have simple expressions, such as:

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{n!}} \mathbf{1}_{\mathfrak{S}_{n}} \text { and } \psi_{i, m}^{k}=\frac{1}{\sqrt{(n-k)!}} \frac{1}{\sqrt{m(m+1)}}\left[\sum_{t=1}^{m} \mathbf{1}_{A_{i, j_{t}}^{k}}-m \mathbf{1}_{A_{i, j_{m+1}}^{k}}\right] \tag{7}
\end{equation*}
$$

for $1 \leqslant k \leqslant n-1, i \in \mathcal{A}_{k-1}$ and $1 \leqslant m \leqslant n-k$, with $\left\{j_{1} \leqslant \ldots \leqslant j_{n-k+1}\right\}=\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k-1}\right\}$. Any function $f \in L\left(\mathfrak{S}_{n}\right)$ thus admits the expansion:

$$
\begin{equation*}
f=\langle f, \phi\rangle \phi+\sum_{k=1}^{n-1} \sum_{i \in \mathcal{A}_{k-1}} \sum_{m=1}^{n-k}\left\langle f, \psi_{i, m}^{k}\right\rangle \psi_{i, m}^{k} \tag{8}
\end{equation*}
$$

referred to as the "spatial-frequency" decomposition.

## 4 Sparse estimation in the wavelet basis

For a function $f \in L\left(\mathfrak{S}_{n}\right)$, let $\Psi f$ denote its wavelet transform in the basis 7, i.e. the collection of its wavelet coefficients: $\Psi f=\{\langle f, \phi\rangle\} \cup\left\{\left\langle f, \psi_{i, m}^{k}\right\rangle \mid 1 \leqslant k \leqslant n-1, i \in \mathcal{A}_{k-1}, 1 \leqslant m \leqslant n-k\right\}$. The initial inverse problem can now be written as:

$$
\begin{equation*}
\min _{q \in L\left(\mathfrak{S}_{n}\right)}\|\Psi q\|_{0} \quad \text { subject to } \quad\|M q-\widehat{p}\|_{2}^{2} \leq \frac{2}{T n!} \tag{9}
\end{equation*}
$$

This type of problem has been the subject of much attention these last few years, and numerous methods have been proposed to solve it with their theoretical guarantees, one the most famous being the $l^{1}$ Lagrangian pursuit (see [5] for the details). Let $\Theta$ denote the set of indexes of the wavelet basis, $\Theta=\{0\} \cup\{(k, i, m) \mid 1 \leqslant$ $\left.k \leqslant n-1, i \in \mathcal{A}_{k-1}, 1 \leqslant m \leqslant n-k\right\}$, where 0 is the index of $\phi$. The principle is to compute the estimator defined by:

$$
\begin{equation*}
\tilde{p}=\sum_{\theta \in \Theta} c_{\theta} \frac{\psi_{\theta}}{\left\|M \psi_{\theta}\right\|_{2}} \quad \text { with } \quad c=\underset{c \in \mathbb{R}^{n!}}{\operatorname{argmin}} \frac{1}{2}\left\|\widehat{p}-\sum_{\theta \in \Theta} c_{\theta} \frac{M \psi_{\theta}}{\left\|M \psi_{\theta}\right\|_{2}}\right\|_{2}^{2}+T\|c\|_{1} \tag{10}
\end{equation*}
$$

where $T$ is a Lagrangian multiplier to be adjusted. Let $p=\sum_{\theta \in \Theta^{*}}\left\langle p, \psi_{\theta}\right\rangle \psi_{\theta}$ be the decomposition of $p$ in the wavelet basis 7 , where $\Theta^{*}$ is the support of $\Psi p$. The theory of sparse approximation ensures that under sufficient "incoherence" conditions of $\left\{M \psi_{\theta} /\left\|M \psi_{\theta}\right\|\right\}_{\theta \in \Theta^{*}}$, the estimator $\tilde{p}$ is well-defined and converges toward the solution of problem 9, i.e. p.

Acknowledgements: This work is supported by the Labex LMH grant $\mathrm{n}^{\circ}$ ANR-11-IDEX-0003-02.

## Bibliography

[1] Diaconis, P. Group representations in probability and statistics. (1988). Institute of Mathematical Statistics Lecture Notes - Monograph Series.
[2] Jagabathula, S and Shah, D. (2011). Inferring Rankings Using Constrained Sensing. IEEE Transactions on Information Theory 57(11):7288-7306.
[3] Kondor, R and Dempsey, W. (2012). Multiresolution analysis on the symmetric group. Neural Information Processing Systems 25.
[4] Stéphane Mallat. (1989). A theory for multiresolution signal decomposition: the wavelet representation. Pattern Analysis and Machine Intelligence, IEEE II(7).
[5] Stéphane Mallat. (2008).A Wavelet Tour of Signal Processing, The Sparse Way, Academic Press.
[6] Mingxuan Sun, M., Lebanon, G. and Kidwell, P. (2012). Estimating probabilities in recommendation systems. Journal of the Royal Statistical Society: Series C (Applied Statistics) 61(3):471-492.

# Constructing hierarchical copulas using the Kendall distribution function 

Eike Christian Brechmann*<br>Center for Mathematical Sciences, Technische Universität München.


#### Abstract

While there is substantial need for dependence models in higher dimensions, most existing models are rather restrictive and barely balance parsimony and flexibility. The class of hierarchical Kendall copulas is proposed as a new approach to these problems. By aggregating dependence information of non-overlapping groups of variables in different hierarchical levels using the Kendall distribution function, hierarchical Kendall copulas provide a new and attractive option to model dependence patterns between large numbers of variables.
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## 1 Introduction

The statistical modeling of dependence has made significant progress in the last years. This is mainly due to the appealing copula approach. According to the famous theorem by Sklar [9], every $n$-dimensional distribution function can be expressed in terms of its univariate marginal distribution functions and an $n$-dimensional copula, which is a multivariate distribution function on $[0,1]^{n}$ with uniform marginal distribution functions. Many of the standard, and also of the newly proposed, copula models however turn out to be rather restrictive in higher dimensions and barely balance parsimony and flexibility. Grouping variables, for instance by industry sectors or nationality, is therefore a common procedure to approach such problems. Examples of such copula models are the grouped Student's $t$ copula by [5], elliptical copulas with clustered correlation matrix and hierarchical Archimedean copulas (see, e.g., [7]).
To overcome limitations of these models, we introduce the new class of hierarchical Kendall copulas as a flexible, but yet parsimonious dependence model (see [2]). It is built up by copulas for non-overlapping groups (clusters) of variables in different hierarchical levels. Dependence information of the clusters is aggregated using the Kendall distribution function, which is the multivariate analog of the probability integral transform for univariate random variables. The model does not restrict the choice of copulas and their parameters, so that hierarchical Kendall copulas provide a new and attractive option to model dependence patterns between large numbers of variables.
This paper presents main results of $[2,3]$ and shows how hierarchical Kendall copulas can be used to conduct systemic risk stress testing exercises-an important issue in the finance and insurance sectors today.

[^15]
## 2 Hierarchical Kendall copulas

The hierarchical construction, which we will investigate here, is based on the notion of the Kendall distribution function (see, e.g., [1]). Let $\boldsymbol{U}:=\left(U_{1}, \ldots, U_{n}\right)^{\prime} \sim C$, where $C$ is an $n$-dimensional copula, then the Kendall distribution function $K$ is defined as

$$
K(t):=P(C(\boldsymbol{U}) \leq t), \quad t \in[0,1] .
$$

It holds that $t \leq K(t) \leq 1$, for $t \in[0,1]$, as well as $K(0-)=0$. We assume here that copulas are absolutely continuous and possess continuous Kendall distribution functions.
The Kendall distribution function is the multivariate analog of the probability integral transform. More precisely, it is the univariate distribution function of the random variable $Z:=C(\boldsymbol{U})$, so that $K(Z) \sim$ $U(0,1)$. An alternative interpretation is that it describes the distribution of the level sets of a copula, which are given by

$$
L(z)=\left\{\boldsymbol{u} \in[0,1]^{d}: C(\boldsymbol{u})=z\right\}, \quad z \in(0,1)
$$

Generally, Kendall distribution functions are not available in closed form. A notable exception are Archimedean copulas (see [1]).
The idea of our hierarchical dependence model, which we call "hierarchical Kendall copula", is to aggregate dependence information of non-overlapping groups of variables (clusters) using the Kendall distribution function and thus mimic the classical copula approach for univariate margins. Now, let $U_{1}, \ldots, U_{n} \sim U(0,1)$ and let $C_{0}, C_{1}, \ldots, C_{d}$ be copulas of dimensions $d, n_{1}, \ldots, n_{d}$, respectively, where $n_{i} \geq 1, i=1, \ldots, d$, and $n=\sum_{i=1}^{d} n_{i}$. Further, let $K_{1}, \ldots, K_{d}$ denote the Kendall distribution functions corresponding to $C_{1}, \ldots, C_{d}$. We define $m_{i}=\sum_{j=1}^{i} n_{j}, i=1, \ldots, d$, and $m_{0}=0$ as well as $\boldsymbol{U}_{i}:=\left(U_{m_{i-1}+1}, \ldots, U_{m_{i}}\right)^{\prime}$ and $V_{i}:=$ $K_{i}\left(C_{i}\left(\boldsymbol{U}_{i}\right)\right)$ for $i=1, \ldots, d$. Under the assumptions that
$\mathcal{A}_{1}: \boldsymbol{U}_{1}, \ldots, \boldsymbol{U}_{d}$ are mutually independent conditionally on $\left(V_{1}, \ldots, V_{d}\right)^{\prime}$, and
$\mathcal{A}_{2}$ : the conditional distribution of $\boldsymbol{U}_{i} \mid\left(V_{1}, \ldots, V_{d}\right)^{\prime}$ is the same as the conditional distribution of $\boldsymbol{U}_{i} \mid V_{i}$ for all $i=1, \ldots, d$,
the random vector $\left(U_{1}, \ldots, U_{n}\right)^{\prime}$ is said to be distributed according to the hierarchical Kendall copula $C_{\mathcal{K}}$ with nesting copula $C_{0}$ and cluster copulas $C_{1}, \ldots, C_{d}$ if
A. $\boldsymbol{U}_{i} \sim C_{i} \forall i \in\{1, \ldots, d\}$,
B. $\left(V_{1}, \ldots, V_{d}\right)^{\prime} \sim C_{0}$.

In contrast to other hierarchical dependence models, this approach allows to combine copulas from different classes to account for complex dependence patterns. The two-level construction is illustrated in Figure 1. It can also easily be extended to an arbitrary number of levels (see [2]).
The intuition behind the two assumptions $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ is that, given the information of the nesting variables $V_{1}, \ldots, V_{d}$, the clusters are independent of each other and also of other nesting variables, since the dependence among the clusters is explained through the "representatives" $V_{1}, \ldots, V_{d}$. In other words, $V_{1}, \ldots, V_{d}$ can be interpreted as unobserved factors, whose joint behavior determines the dependence of the different clusters. In finance, such factors may be, e.g., industry sectors.
We now characterize the hierarchical Kendall copula in terms of its density. Let $\boldsymbol{U}=\left(U_{1}, \ldots, U_{n}\right)^{\prime}$ be distributed according to a hierarchical Kendall copula $C_{\mathcal{K}}$ with cluster copulas $C_{1}, \ldots, C_{d}$ and nesting copula $C_{0}$. Corresponding densities are denoted by $c_{0}, c_{1}, \ldots, c_{d}$, respectively. According to [2], it holds that

$$
c_{\mathcal{K}}(\boldsymbol{u})=c_{0}\left(K_{1}\left(C_{1}\left(\boldsymbol{u}_{1}\right)\right), \ldots, K_{d}\left(C_{d}\left(\boldsymbol{u}_{d}\right)\right)\right) \prod_{i=1}^{d} c_{i}\left(\boldsymbol{u}_{i}\right)
$$



Figure 1: Illustration of the construction of hierarchical Kendall copulas.
where $\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right)^{\prime}$ and $\boldsymbol{u}_{i}=\left(u_{m_{i-1}+1}, \ldots, u_{m_{i}}\right)^{\prime}, i=1, \ldots, d$.
The availability of the density expression then renders feasible maximum likelihood estimation of dependence parameters. Furthermore, it can be shown that the two important special cases of independence as well as of comonotonicity are hierarchical Kendall copulas, while, in general, dependence between clusters ranges between these cases and can also be negative.
Sampling from a given hierarchical Kendall copula is however rather challenging. In general, a sample from a hierarchical Kendall copula can be obtained using the following top-down procedure (see Figure 1).
A. Obtain a sample $\left(v_{1}, \ldots, v_{d}\right)^{\prime}$ from $C_{0}$.
B. Set $z_{i}:=K_{i}^{-1}\left(v_{i}\right)$ for all $i=1, \ldots, d$.
C. Obtain a sample $\boldsymbol{u}_{i}$ from $\boldsymbol{U}_{i} \mid\left(C_{i}\left(\boldsymbol{U}_{i}\right)=z_{i}\right)$ for $i=1, \ldots, d$.
D. Return $\boldsymbol{u}:=\left(u_{1}, \ldots, u_{n}\right)^{\prime}$.

The crucial step is the third one. It requires sampling from the distribution of $\boldsymbol{U}_{i} \mid\left(C_{i}\left(\boldsymbol{U}_{i}\right)=z_{i}\right)$, that is, sampling from a multivariate distribution given the level set $L\left(z_{i}\right)$ at level $z_{i} \in(0,1)$. In general, no closedform solutions are known for this problem and approximate procedures such as rejection sampling have to be used. However, for Archimedean, Plackett and Archimax copulas, closed-form methods are derived in [2, 3]. In particular, let $\boldsymbol{U}:=\left(U_{1}, \ldots, U_{n}\right)^{\prime} \sim C$, where $C$ is an $n$-dimensional Archimedean copula with generator $\varphi$ (see [8]). It holds then, for all $j=1, \ldots, n-1$, that

$$
\begin{equation*}
F_{U_{j} \mid U_{1}, \ldots, U_{j-1}, C(\boldsymbol{U})}\left(u \mid u_{1}, \ldots, u_{j-1}, z\right)=\left(1-\frac{\varphi(u)}{\varphi(z)-\sum_{1 \leq i<j} \varphi\left(u_{i}\right)}\right)^{n-j} \tag{1}
\end{equation*}
$$

$u \in\left(C_{u_{1}, \ldots, u_{j-1}}^{-1}(z), 1\right)$, where $C_{u_{1}, \ldots, u_{j-1}}^{-1}(\cdot)$ is the inverse of

$$
C_{u_{1}, \ldots, u_{j-1}}(\cdot):=C\left(u_{1}, \ldots, u_{j-1}, \cdot, 1, \ldots, 1\right)
$$

This expression can be used for closed-form conditional inverse sampling.

## 3 Systemic risk stress testing

In the aftermath of the financial crisis of 2007-2009, the discussion about systemic risk is central in order to prevent similar crises in the future, and therefore regulators seek to identify systemically important institutions (see [6]). Systemic importance is closely linked to contagion effects among financial institutions and hence their interconnectedness. Statistically, this interconnectedness can be expressed and characterized using suitable dependence models. For this purpose, hierarchical dependence models are particularly useful,


Figure 2: Illustration of conditional sampling from hierarchical Kendall copulas.
since different institutions are typically clustered by region or industry sector (banks, insurers, hedge funds, etc.).
Having identified a network of financial institutions, it can be used for systemic risk assessment and classification. An important tool for this purpose is stress testing, that is, the analysis of the stability of the financial system under shocks such as the failure of an institution. The potential impact of such critical events decisively determines the systemic relevance of an institution.
Now, let $\boldsymbol{X}:=\left(X_{1}, \ldots, X_{n}\right)^{\prime}$ be a random vector of risk quantities. Then we are interested in the case $\boldsymbol{X}_{-k} \mid\left(X_{k}=x_{k}\right), k \in\{1, \ldots, n\}$, where $\boldsymbol{X}_{-k}$ denotes the random vector $\boldsymbol{X}$ with the $k$ th component removed and the event $\left\{X_{k}=x_{k}\right\}$ corresponds to a stress situation. For instance, if $X_{k}$ is the company value, then a stress situation occurs when $x_{k}$ is very small (near-failure of company $k$ ). The conditional distribution of $\boldsymbol{X}_{-k} \mid\left(X_{k}=x_{k}\right)$ given the specific underlying dependence model is however typically not known in closed form. We will therefore derive a conditional simulation algorithm for hierarchical Kendall copulas, which can be used for scenario analyses.
We set $U_{j}:=F_{X_{j}}\left(X_{j}\right)$ for all $j=1, \ldots, n$, and assume that $\boldsymbol{U}:=\left(U_{1}, \ldots, U_{n}\right)^{\prime} \sim C_{\mathcal{K}}$ for a hierarchical Kendall copula $C_{\mathcal{K}}$ with cluster copulas $C_{1}, \ldots, C_{d}$ and nesting copula $C_{0}$. Without loss of generality, let $k=1$ and define $u_{1}:=F_{X_{1}}\left(x_{1}\right)$. This means that the stress situation occurs in the first cluster. The sampling strategy is then as follows:
A. Obtain a sample $\left(u_{2}, \ldots, u_{m_{1}}\right)^{\prime}$ from $\left(U_{2}, \ldots, U_{m_{1}}\right)^{\prime} \mid\left(U_{1}=u_{1}\right)$.
B. Set $v_{1}:=K_{1}\left(C_{1}\left(\boldsymbol{u}_{1}\right)\right)$.
C. Obtain a sample $\left(v_{2}, \ldots, v_{d}\right)^{\prime}$ from $\left(V_{2}, \ldots, V_{d}\right)^{\prime} \mid\left(V_{1}=v_{1}\right)$.
D. Set $z_{i}:=K_{i}^{-1}\left(v_{i}\right)$ for all $i=2, \ldots, d$.
E. Obtain a sample $\boldsymbol{u}_{i}$ from $\boldsymbol{U}_{i} \mid\left(C_{i}\left(\boldsymbol{U}_{i}\right)=z_{i}\right)$ for $i=2, \ldots, d$.
F. Return $\left(u_{2}, \ldots, u_{n}\right)^{\prime}$.

Samples $x_{j}, j=2, \ldots, d$, from $\boldsymbol{X}_{-1} \mid\left(X_{1}=x_{1}\right)$ are then given by $x_{j}:=F_{X_{j}}^{-1}\left(u_{j}\right)$. This conditional sampling procedure for hierarchical Kendall copulas is illustrated in Figure 2. Since the fifth step is as in the standard sampling approach described above, conditional sampling of hierarchical Kendall copulas boils down to conditional sampling of the cluster and nesting copulas. While conditional sampling of elliptical distributions (and copulas) is straightforward and well-known, appropriate strategies for Archimedean and vine copulas are derived in [4]. In particular, the procedure for Archimedean copulas exploits (1).

The described conditional sampling approach for hierarchical Kendall copulas then allows to evaluate the impact of stress events to certain financial institutions to assess their systemic relevance. A case study using Archimedean, elliptical and vine copulas can be found in [4].
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#### Abstract

This paper is devoted to the discrimination between a stationary long-range dependent model and a non stationary process. We develop a nonparametric test for stationarity in the framework of locally stationary long memory processes which is based on a Kolmogorov-Smirnov type distance between the time varying spectral density and its best approximation through a stationary spectral density. We show that the test statistic converges to the same Gaussian limit as in the short memory case if the (possibly time varying) long memory parameter is smaller than $1 / 4$ and justify why the limiting distribution is different if the long memory parameter exceeds this boundary. Concerning the latter case the novel FARI $(\infty)$ bootstrap is introduced which provides a bootstrap-based test for stationarity that only requires the long memory parameter to be smaller than $1 / 2$ which is the usual restriction in the framework of long-range dependent time series. Note that the present paper is a very condensed version of [13] to which we refer for all technical details and simulation results.
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## 1 Introduction

For many decades, the assumption of second order stationarity has been the dominating paradigm in time series analysis. It allows for a straightforward implementation of estimation or forecasting techniques, and therefore a vast amount of literature exists in this framework; see for example [2] for an comprehensive overview. It is, however, well-known that many processes in the reality change their dependency structure over time, which yields that the assumption of stationarity becomes problematic in many applications. Therefore several approaches exist to model time-varying dependencies and one proposal which become particularly popular throughout the last decade is that of a local stationarity. These kinds of stochastic processes were introduced by [3] in the short memory context and extended to the long range dependent case by [1], [9] and [14].
There exist a vast amount of articles in which tests for stationarity are derived in the framework of local stationary [see for example [5], [6], [10], [11], [12] or [16]], but in all these articles long-range dependence is excluded, i.e. these methods cannot be employed for discriminating between long memory and nonstationarity. Such a discrimination is, however, of great importance, since many effects in the reality can be both explained by using either a complicated stationary long memory process or a simple non-stationary short memory model; see for example [8]. The aim of this paper is to fill the just described gap, i.e. to derive a test for stationarity which works also in the presence of long memory.
In order to achieve this goal, we will construct an estimator for a Kolmogorov-Smirnov-type distance between the time varying spectral density and its best approximation through a stationary spectral density, and discuss its asymptotic Gaussianity if the long memory parameter is smaller than $1 / 4$. If this boundary is

[^16]exceeded, the asymptotics become different. In order to obtain the asymptotic quantiles of our test statistic, we will then propose a bootstrap procedure which basically works by transforming the data to something which is 'close' to short memory and then applying the $\operatorname{AR}(\infty)$ bootstrap of [7] to the transformed dataset. Since this corresponds to the case, where an $\operatorname{FARIMA}(p, d, 0)$ model is fitted with growing order $p$, we call this new procedure the $\operatorname{FARI}(\infty)$ bootstrap. It turns out that for consistency of this method, we only require that $1 / 2$ is an upper bound of the long memory parameter.
This paper is organized is follows: In Section 2 we introduce locally stationary long memory processes and our measure of stationarity. We then construct an estimator for this quantitiy in Section 3 and present our new bootstrap prceodure in Section 4. As mentioned in the abstract we refer to [13] for all technical details and a comprehensive simulation sutdy.

## 2 The framework

### 2.1 Locally stationary long memory processes

Consider the triangular array $X_{t, T}, t=1, \ldots, T$, which follows an $M A(\infty)$ representation, i.e.

$$
X_{t, T}=\sum_{l=0}^{\infty} \psi_{l, t, T} Z_{t-l}, \quad t=1, \ldots, T
$$

with

$$
\sup _{t, T} \sum_{l=0}^{\infty} \psi_{l, t, T}^{2}<\infty
$$

and independent, standard normal distributed innovations $Z_{t}$. For the time varying coefficents $\psi_{l, t, T}$ we assume that there exist twice continuously differentiable functions $\psi_{l}:(0,1] \rightarrow \mathbb{R}$ such that

$$
\sup _{t=1, . ., T}\left|\psi_{l, t, T}-\psi_{l}(t / T)\right| \leq \frac{C}{T}\left(\frac{\log (l)}{l^{1-D}} 1_{\{l \neq 0\}}+1_{\{l=0\}}\right), \quad \forall l \in \mathbb{N}
$$

holds for some $0<D<1 / 2$ and a constant $C \in \mathbb{R}$. Concerning the sequence of approximating functions $\left(\psi_{l}(u)\right)_{l \in \mathbb{N}}$ we furthermore assume that the conditions from Assumption 1 in [13] are fulfilled. This ensures that the time-varying spectral density

$$
f(u, \lambda)=\frac{1}{2 \pi}\left|\sum_{l=0}^{\infty} \psi_{l}(u) \exp (-i \lambda l)\right|^{2}
$$

behave like a constant times $1 / \lambda^{2 d(u)}$ as $\lambda \rightarrow 0$, where $d(u):(0,1] \rightarrow(0, D)$ is a twice continuously differentiable function, which is called 'time-varying long memory parameter' and describes how heavy current observations are influenced by data observed a long time ago. While a value close to $1 / 2$ indicates a very strong memory, the closer it is to zero the weaker the dependency becomes.

### 2.2 Measure of stationarity

In order to obtain a measure of stationarity, we follow [4] and consider a Kolmogorov-Smirnov type distance between the time varying spectral density $f(u, \lambda)$ and its approximation through the stationary spectral density $\int_{0}^{1} f(u, \lambda) d u$, namely

$$
E=\sup _{(v, \omega) \in[0,1]^{2}}|E(v, \omega)|
$$

where

$$
E(v, \omega):=\frac{1}{2 \pi}\left(\int_{0}^{v} \int_{0}^{\pi \omega} f(u, \lambda) d \lambda d u-v \int_{0}^{\pi \omega} \int_{0}^{1} f(u, \lambda) d u d \lambda\right), \quad(v, \omega) \in[0,1]^{2}
$$

Note that if $f(u, \lambda)$ does not depend on $u$ (which is the case if the underlying process is stationary), then the expression $E$ is equal to zero while being strictly positive otherwise. So in order to obtain a test for the null hypothesis that $f(u, \lambda)$ does not depend on the rescaled time $u$, it is natural to estimate $E$ and to reject the null hypothesis if the estimator becomes 'big'.

## 3 The estimator

For obtaining an estimator for $E$ we require an estimator for the local spectral density $f(u, \lambda)$, which is given by the so called local periodogram. This quantity is obtained by choosing an $N=o(T)$ and calculating

$$
I_{N}(u, \lambda)=\frac{1}{2 \pi}\left|\sum_{p=0}^{N-1} X_{\lfloor u T\rfloor-N / 2+p+1, T} \exp (-i \lambda p)\right|^{2}
$$

where we set $X_{t, T}=0$ for $t \notin\{1, \ldots, T\}$. This is the usual periodogram but only using $N$ data around the time point $\lfloor u T\rfloor$. One can show that, if $N \rightarrow \infty$, then, as for the classical periodogram, the local periodogram is an asymptotically unbiased (but not consistent) estimator for the time-varying spectral density. We now divide the $T$ data into $M$ intervals with length $N$ each (i.e. it is $T=N M$ ). An estimator for the quantity $E$ is then given by

$$
\hat{E}=\sup _{v, \omega \in[0,1]}|\hat{E}(v, \omega)|
$$

where

$$
\hat{E}_{T}(v, \omega):=\frac{1}{T} \sum_{j=1}^{\lfloor v M\rfloor} \sum_{k=1}^{\left\lfloor\omega \frac{N}{2}\right\rfloor} I_{N}\left(u_{j}, \lambda_{k}\right)-\frac{\lfloor v M\rfloor}{M} \frac{1}{T} \sum_{j=1}^{M} \sum_{k=1}^{\left\lfloor\omega \frac{N}{2}\right\rfloor} I_{N}\left(u_{j}, \lambda_{k}\right)
$$

Here $u_{j}$ denote the rescaled midpoints of the $M$ intervals and $\lambda_{k}=2 \pi k / N$ correspond to the usual Fourier frequencies. Theorem 2 in [13] now states that if $D<1 / 4$ and

$$
\begin{equation*}
N \rightarrow \infty, \quad N / T \rightarrow 0, \quad T^{1 / 2} \log (N) / N^{1-2 D} \rightarrow 0 \tag{1}
\end{equation*}
$$

is satisfied, then a normalized version of $\hat{E}_{T}(v, \omega)$ converges to some Gaussian process, which covariance structure depends in a complicated way on the spectral density $f(u, \lambda)$. So the asymptotic distribution of $\hat{E}$ is unknown in general and resampling methods are required to obtain critical values. Note further, that it is essential that $N / T$ and $\sqrt{T} / N^{1-2 D}$ both tend to zero, so asymptotic Gaussianity is no longer obtained for $D \geq 1 / 4$ (which is in line with the findings of [15] in the stationary case). However, we will provide a bootstrap procedure in the next section which approximates the critical values in this situation as well.

## 4 Bootstrap

In order to obtain critical values we proceed as follows.

1) Choose $p=p(T) \in \mathbb{N}$ and calculate $\hat{\theta}_{T, p}=\left(\underline{\hat{d}}, \hat{\sigma}_{p}^{2}, \hat{a}_{1, p}, \ldots, \hat{a}_{p, p}\right)$ as the minimizer of

$$
\frac{1}{T} \sum_{k=1}^{T / 2}\left(\log f_{\theta_{p}}\left(\lambda_{k, T}\right)+\frac{I_{T}\left(\lambda_{k, T}\right)}{f_{\theta_{p}}\left(\lambda_{k, T}\right)}\right)
$$

where $\lambda_{k, T}=2 \pi k / T$ for $k=1, \ldots, T / 2, I_{T}(\lambda)=\frac{1}{2 \pi T}\left|\sum_{t=1}^{T} X_{t, T} \exp (-i \lambda t)\right|^{2}$ is the usual periodogram for stationary processes and

$$
f_{\theta_{p}}(\lambda)=\frac{|1-\exp (-i \lambda)|^{-2 \underline{d}}}{2 \pi} \times \frac{\sigma_{p}^{2}}{\left|1-\sum_{j=1}^{p} a_{j, p} \exp (-i \lambda j)\right|^{2}}
$$

is the spectral density of a stationary $\operatorname{FARIMA}(p, \underline{d}, 0)$ model which we want to fit. Note that the estimator $\hat{\theta}_{T, p}$ is the classical Whittle estimator of a stationary process; see [17].
2) Calculate $Y_{t, T}=(1-B)^{\hat{d}} X_{t, T}$ for $t=1, \ldots, T$ and simulate a pseudo-series $Y_{1, T}^{*}, \ldots, Y_{T, T}^{*}$ according to

$$
Y_{t, T}^{*}=Y_{t, T} ; t=1, \ldots, p, \quad Y_{t, T}^{*}=\sum_{j=1}^{p} \hat{a}_{j, p} Y_{t-j, T}^{*}+\hat{\sigma}_{p} Z_{t}^{*} ; p<t \leq T
$$

where the $Z_{t}^{*}$ are independent standard normal distributed random variables.
3) Create the pseudo-series $X_{1, T}^{*}, \ldots, X_{T, T}^{*}$ by calculating $X_{i, T}^{*}=(1-B)^{-\underline{\hat{d}}} Y_{i, T}^{*}$ and compute $\hat{E}_{T}^{*}(v, \omega)$ in the same way as $\hat{E}_{T}(v, \omega)$ but with the original observations $X_{1, T}, \ldots, X_{T, T}$ replaced by the bootstrap replicates $X_{1, T}^{*}, \ldots, X_{T, T}^{*}$.

By repeating the above steps $B \in \mathbb{N}$ times, one obtaines an estimator for the $1-\alpha$ quantile of $\hat{E}$ under the null hypothesis. The null hypothesis is then rejected if $\hat{E}$ exceeds this estimated qantile. If we let $p=p(T)$ grow to infinity as the sample size $T$ increases, then, under suitable conditions, a level $\alpha$ test is obtained, as it is shown in Section 4 of [13]. Note $D$ only has to be smaller than $1 / 2$ which is the usual restriction in the framework of long-range dependence.
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#### Abstract

Discrete valued Hidden Markov Models (HMMs) are used to model time series of event counts in several scientific fields. The model has two parts: the observed sequence of event counts and an unobserved (hidden) sequence of states that consist a Markov chain. Each state is characterized by a specific distribution and the progress of the hidden process from state to state is controlled by a transition probability matrix. In this work we aim to present an application of HMMs to a bivariate discrete valued time series occurring in seismology by extending the existing univariate models. In particular, on 26 December 2004 and 28 March 2005 occurred two of the largest earthquakes of the last 40 years between the Indo-Australian and the southeastern Eurasian plates with moment magnitudes $M w=9.1$ and $M w=8.6$ respectively. An interesting question is to examine whether the events can be correlated. To do so we examine the time series containing the daily number of events in the region of each mainshock. Our aim is firstly to identify the dynamics for each series separately by fitting univariate Poisson HMMs and secondly to account for any correlation between the two series. While models for univariate discrete valued time series are well known we extend the HMMs to the bivariate case by assuming appropriate bivariate discrete distributions for each state. We examine properties of the model and propose inference. Maximum likelihood estimators of the models' parameters are derived using an EM algorithm.
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## 1 Introduction

HMMs are well known models with many applications incluing seismology (see [6], [3] and [8]). They allow for overdispersion (variance larger than the mean), autocorrelation and zero inflation in the data. Characteristics that are often present in many real data. While the literature on HMMs now flourishes, there is a lack of such models for multivariate count data, i.e. when many count random variables are observed together in different time points. Such models may arise in several disciplines and they also constitute a class of time series models for multivariate counts which is less developed and has itself particular interest. We extend HMMs to the bivariate case by assuming both the standard bivariate Poisson distribution and a bivariate discrete distribution with Poisson marginals based on the Frank Copula for each state. We use the proposed models to jointly model the daily frequency of earthquakes in 2 adjacent areas in the Sumatra rupture zone. These areas were activated with a time difference approximately 3 months. The occurrence of an earthquake is a result of strain accumulation in the area, also known in the literature as "tectonic loading". When the amount of strain build up exceeds the ability of a fault to prevent slip, energy is released with the earthquake occurrence. Stress changes generated by large earthquakes influence the timing and locations of subsequent earthquakes. Usually the activity migrates from one area two the other and this appears as

[^17]negative correlation between the two time series. Our purpose is to use statistical models and particularly HMMs to examine the presence of correlation in the time series of the two strong earthquakes that occurred in the region of Sumatra in December 2004 and March 2005. Due to the nature of the data models that allow for both positive and negative correlation are required. The inclusion of copula in the model allows for more flexible dependence structure. The selection of the particular copula family is based on the fact that it allows not only for positive but also negative correlation. Of course, any other copula can be used. The models' parameters are estimated using an EM algorithm.

## 2 Proposed models

### 2.1 Hidden Markov models: the general context

HMMs are discrete time stochastic processes that consist of two parts. The first part is an unobserved finite state Markov chain $\left\{C_{i}: i \in N\right\}$ on $m$ states. The second part is a non-negative integer valued sequence of random variables $\left\{Y_{i}: i \in N\right\}$ such that, conditionally on $C_{i}$ are mutually independent. Each state is associated with a probability distribution function $f$ from the same parametric family $\Lambda$. When $C_{i}$ is known $Y_{i}$ takes the value $y_{i}$ with probability $f\left(y_{i} \mid c_{i}\right)$. If in the univariate case we assume that each observation is generated from a Poisson distribution then $f$ takes the form $f\left(y_{i} \mid c_{i}=j\right)=\frac{\exp ^{-\lambda_{j}} \lambda_{j}^{y_{i}}}{y_{i}!}$ where $\lambda_{j} \geq 0$ and $y_{i}=0,1, \ldots$, for all $i=1, \ldots, n$ and $j=1, \ldots, m$.
The parameters of the model are the transition probabilities of the Markov chain and the parameters of the probability distributions that are associated with the states. The transition probabilities $\gamma_{l j}$ are defined as: $\gamma_{l j}=P\left(C_{i}=j \mid C_{i-1}=l\right)$. This is the probability that given the hidden process was in state $l$ at the previous time point, it will be in state $j$ at the current. If we denote with $\Psi$ the parameter vector to be estimated then the likelihood of an HMM is:

$$
L\left(\Psi \mid y_{1}, \ldots, y_{n}\right)=\sum_{c_{1}=1}^{m} \ldots \sum_{c_{n}=1}^{m} P\left(C_{1}=c_{1}\right) f\left(y_{1} \mid c_{1}\right) \prod_{i=2}^{n} \gamma_{c_{i-1} c_{i}} f\left(y_{i} \mid c_{i}\right)
$$

where $n$ is the length of the observation sequence. For the likelihood of a HMM to be calculated, the backward, $\beta_{j}(i)$, and forward, $\alpha_{j}(i)$, probabilities were introduced by [1]: $\beta_{j}(i)=P\left(y_{i+1}, \ldots, y_{n} \mid C_{i}=j\right)$, $\alpha_{j}(i)=P\left(y_{1}, \ldots, y_{i}, C_{i}=j\right)$. The likelihood can then be calculated in terms of the forward probabilities as: $L=\sum_{l=1}^{m} \alpha_{l}(n)$.
We will formulate 2 different models. The Bivariate Poisson Hidden Markov model (BPHMM) and the a Hidden Markov model based on a Frank copula (HMMC). What differentiates the models is the selection of the distribution family. In the BPHMMs each state corresponds to a standard bivariate Poisson distribution while in the HMMCs each state corresponds to bivariate distribution with Poisson marginals defined via a Frank copula.

## Bivariate Poisson Model

In the BPHMM the distribution associated with each state is a bivariate Poisson distribution. Assume that $X_{i}$, are independent Poisson distributions with parameters $\lambda_{i}$, respectively where $i=0,1,2$. The random variables $Y_{1}, Y_{2}$ defined as: $Y_{1}=X_{1}+X_{0}$ and $Y_{2}=X_{2}+X_{0}$ follow the bivariate Poisson distribution with parameters $\left(\lambda_{0}, \lambda_{1}, \lambda_{2}\right)$. In BPHMM each state is associated with a different bivariate Poisson distribution. Consider, that $\lambda^{j}=\left(\lambda_{0}^{j}, \lambda_{1}^{j}, \lambda_{2}^{j}\right)^{\prime}$ is the vector of parameters of the bivariate Poisson distribution that corresponds to state $j$ and $\boldsymbol{y}_{i}=\left(y_{1 i}, y_{2 i}\right)^{\prime}$ for $i=1, \ldots, n$ is the vector of observed data that corresponds to
the $i$-th observation. The joint probability distribution of $Y_{1}, Y_{2}$ that corresponds to state $j$ is given by the formula:

$$
f\left(y_{1 i}, y_{2 i}\right)=e^{-\left(\lambda_{1}^{j}+\lambda_{2}^{j}+\lambda_{0}^{j}\right)} \frac{\lambda_{1}^{y_{1 i}}}{y_{1 i}!} \frac{\lambda_{2}^{j y_{2 i}}}{y_{2 i}!} \sum_{r=0}^{\min \left(y_{1 i}, y_{2 i}\right)}\binom{y_{1 i}}{r}\binom{y_{2 i}}{r} r!\left(\frac{\lambda_{0}^{j}}{\lambda_{1}^{j} \lambda_{2}^{j}}\right)^{r}
$$

$y_{1}, y_{2}=0, \ldots$, and $\lambda_{0}^{j}, \lambda_{1}^{j}, \lambda_{2}^{j} \geq 0$, while $\operatorname{Cov}\left(Y_{1 t}, Y_{2 t}\right)=\lambda_{0 j} \geq 0$ is the covariance between the random variables $Y_{1}$ and $Y_{2}$ and since it is always equal to a non negative number, only positive correlation is allowed. When the covariance is equal to zero independence is implied.

## Hidden Markov Models with Copula

Copulas are bivariate (multivariate) distributions with uniform marginals. Copulas are currently fashionable models to describe dependence. For a more formal definition see [7]. In the discrete case in order to derive the joint probability mass function (pmf) we need to take differences i.e.: for the bivariate case with marginals $F(x)$ and $G(y)$ the joint pmf is given by the formula:

$$
\begin{gathered}
f\left(y_{1 i}, y_{2 i}\right)=C\left(F\left(y_{1 i}\right), G\left(y_{2 i}\right)\right)-C\left(F\left(y_{1 i}-1\right), G\left(y_{2 i}\right)\right)- \\
-C\left(F\left(y_{1 i}\right), G\left(y_{2 i}-1\right)\right)+C\left(F\left(y_{1 i}-1\right), G\left(y_{2 i}-1\right)\right)
\end{gathered}
$$

where $F(\cdot)$ and $G(\cdot)$ are the marginal cdfs. This can be generalized to larger dimensions, but as dimensions increase excessive summation is needed. This creates a challenge on selecting copulas that can be efficient for the calculations. So, far we have worked with a bivariate Frank copula given by $C(u, v)=-\frac{1}{\tau} \log \left\{1+\frac{\left(\exp ^{-\tau u}-1\right)\left(\exp ^{-\tau v}-1\right)}{\left(\exp ^{-\tau}-1\right)}\right\}$, where $\tau$ is the copula parameter representing the dependence implied. Frank copula allows for both negative and positive correlation. In addition the parameter of the Frank copula is unbounded and can take any real value. Finally, dependence in the Frank copula is symmetric in both tails. Of course any other copula can be used. In our case we have selected Poisson maginals.

## 3 Parameter estimation

Due to the underlying structure of HMMs that allow for a missing data representation of the model an EM algorithm ([2]) is adopted for Maximum Likelihood estimation of the parameters of interest both in the univariate and in the bivariate case. We define the indicator random variables $u_{j}(i)$ and $v_{j k}(i)$ respectively, where $u_{j}(i)=1$, if $C_{i}=j$ and 0 otherwise and $v_{j k}(i)=1$, if $C_{i-1}=j$ and $C_{i}=k$. The complete data log-likelihood, in terms of the indicator random variables is given by:

$$
\log \pi_{c_{1}}+\sum_{i=2}^{n} \sum_{j=1}^{m} \sum_{k=1}^{m} v_{k j}(i) \log \gamma_{k j}+\underbrace{\sum_{i=2}^{n} \sum_{j=1}^{m} u_{j}(i) \log f\left(y_{i} \mid \lambda_{j}\right)}_{\text {weighted likelihood }}
$$

At the E-step of the EM algorithm we estimate $u$ and $v$ through their conditional expectations: $\hat{u}_{j}(i)=$ $P\left(C_{i}=j \mid y_{1}, \ldots, y_{n}\right)$ and $\hat{v}_{j k}(i)=P\left(C_{i}=k, C_{i-1}=j \mid y_{1}, \ldots, y_{i}\right)$. The backward and forward probabilities are used to calculate $u$ and $v$ and the likelihood of the model. The reader can find full details about how the backward and forward probabilities are computed in [6].
At the M-step we maximize the complete data log-likelihood. In the univariate case (for details see [6]) and in the case of bivariate Poisson (for details see [4]) the parameters can be estimated by closed form equations. In the model with copula there are no close equations so numerical maximization technics are used (we implemented them in R)

## 4 Application

### 4.1 Data

Two large earthquakes occurred between the Indo-Australian and the southeastern Eurasian plates on 26 December 2004 and 28 March 2005 with moment magnitudes $M w=9.1$ and $M w=8.6$ respectively. Both earthquakes were shallow and were followed by many aftershocks. The spatial distribution of aftershocks gives an approximation of the fault zone of each earthquake. In the case of the 2004 earthquake the rapture started from the South and propagated further North. While in the case of the 2005 earthquake the rupture followed the opposite direction. The regions that correspond to the rupture zones of the two earthquakes are denoted by $N$ (North) and $S$ (South), respectively. The fact that the two rupture zones do not overlap indicate that both earthquakes are mainshocks with their one aftershocks each. Earthquakes with moment magnitudes $m b \geq 4.2$ were selected from the USGS and ISC earthquake data files for the region defined by the rectangle with coordinates $-1.00 \mathrm{~N}-15.00 \mathrm{~N}$ and $91.00 \mathrm{E}-100.00 \mathrm{E}$. Each time series consists of earthquake counts, in daily time units, for the two regions $N$ and $S$. The mean number (variances) of earthquakes per day is 0.14 ( 0.43 ) in the North region and $0.10(0.22)$ for the South. The variance in the North region is almost 3 times the mean while in the South it is double than the mean. There is evidence of overdispersion, in both time series. 248 earthquakes have occurred in the North region and 185 in the South, in the time period examined. The maximum number of earthquakes observed in the North region is 12 , while in the South is 14 . The correlation between the two regions is 0.03 . Hidden Markov models are adequate models to describe for both overdispersion and serial correlation that appear in the univariate series of earthquake counts. The extended HMMs to the bivariate case allow us to jointly model the frequency of earthquakes in the 2 regions and estimate the correlation between them.

|  | Independent PHMMs |  | BPHMMs |  | HMMC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | Loglik | BIC | Loglik | BIC | Loglik | BIC |
| 2 | -1291.183 | 2627.409 | -1291.085 | 2642.226 | -1254.663 | 2569.383 |
| 3 | -1250.091 | 2590.268 | -1248.038 | 2608.683 | -1235.939 | 2584.486 |
| 4 | -1239.323 | 2628.789 | -1237.453 | 2655.076 | -1225.423 | 2631.018 |

Table 1: Comparison of the fitted models on the basis of BIC. Key: $m$ is the number of states

### 4.2 Results

We applied PHMMs to the 2 univariate time series of earthquake counts for different number of states. We also modeled jointly the two time series considering both BPHMMs and HMMC. The comparison between the different models was based on the values of the Bayesian information criterion (BIC) defined as: $B I C(m)=-2 l(k)+\ln (n) d_{f}$, where $l(k)$ is the maximized log-likelihood for the model with $m$ states, $d_{f}$ is the number of free parameters of that model and $n$ is the size of the sample. The values of the maximized log-likelihood and of BIC for the different models with different number of states are summarized in Table 1. The model that best describes the data is the HMMC with 2 states. The parameter estimates for the HMMC model with 2 states are shown in Table 2. Each column of the table corresponds to a different state. The first 2 rows correspond to the seismicity rates for the 2 regions while the last row corresponds to the parameter of the Frank copula.
The estimated transition probability matrix determined for the HMMC model with 2 states is

$$
\hat{\Gamma}=\left[\begin{array}{ll}
0.99 & 0.01 \\
0.61 & 0.39
\end{array}\right]
$$

State 1 corresponds to a state of seismic quiescence. State 2 is a very active state for the North region. When the two regions are in state 1 they remain in that state with probability 0.99 . This state tries to describe the excessive number of zeros present in the two time series. The use of copula based multivariate discrete distributions allows for more flexible dependence structure.

|  | 1st state | 2st state |
| :---: | :---: | :---: |
| North | 0.076 | 4.020 |
| South | 0.094 | 0.077 |
| copula parameter | 0.825 | 2.844 |

Table 2: Parameter estimates for the HMMC model with 2 states.
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# Approximating the posterior distribution of mixture weights with application to transcript expression estimation 
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#### Abstract

This study focuses on approximating the posterior distribution of mixture weights $(\boldsymbol{\theta})$ given some data ( $\boldsymbol{x}$ ) using Variational Bayes (VB) methods [1]. Standard VB implementation [4] for this problem approximates the joint posterior distribution $p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})$ of parameters and latent variables $(\boldsymbol{z})$. It is demonstrated via simulation that this approach leads to variance underestimation. For this reason a new variational scheme is developed by integrating out the latent variables and targeting the marginal posterior distribution $p(\boldsymbol{\theta} \mid \boldsymbol{x})$. The new approximation belongs to the richer family of Generalized Dirichlet distributions [8], while a stochastic approximation algorithm [6] performs the optimization in the corresponding spaces arising from two different parameterizations. Moreover, it is proven that the new solution leads to a better marginal log-likelihood bound compared to the former. The method is applied to transcript expression estimation using high throughput sequencing of RNA (RNAseq) technology. Mixture models are a natural way to deal with such problems, and Gibbs sampling has already been applied [3]. The application of Variational methods to these datasets is novel and leads to encouraging results. Finally, the variational solution is exploited in order to improve Markov Chain Monte Carlo (MCMC) sampling with the Delayed Rejection algorithm [7].
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## 1 Introduction

Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ denote $n$ independent observations identically distributed according to a mixture of $K>1$ known distributions, $f_{1}, \ldots, f_{K}$, that is,

$$
\begin{equation*}
x_{i} \sim \sum_{k=1}^{K} \theta_{k} f_{k}\left(x_{i}\right), \quad i=1, \ldots, n \tag{1}
\end{equation*}
$$

Let $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{K-1}\right) \in \Theta_{K}:=\left\{\theta_{k}>0, k=1, \ldots, K-1: \sum_{k=1}^{K-1} \theta_{k}<1\right\}$ denote the unknown weights with $\theta_{K}:=1-\sum_{k=1}^{K-1} \theta_{k}$. Moreover, let $\boldsymbol{z}_{i}:=\left(z_{i 1}, \ldots, z_{i K}\right)$ be the latent vector which assigns the $i$-th observation to one of the components, that is, $x_{i} \mid z_{i k}=1 \sim f_{k}\left(x_{i}\right)$, with $\boldsymbol{z}_{i} \mid \boldsymbol{\theta} \sim \mathcal{M}\left(1 ; \theta_{1}, \ldots \theta_{K}\right)$, independently for $i=1, \ldots, n$, where $\mathcal{M}$ denotes the multinomial distribution.
Under a Bayesian setup, let $p(\boldsymbol{\theta})$ be the prior distribution, which in our context is a Dirichlet $\mathcal{D}\left(\alpha_{1}, \ldots, \alpha_{K}\right)$. The marginal likelihood, defined as $m(\boldsymbol{x}):=\int_{\Theta_{K}} p(\boldsymbol{\theta} \mid \boldsymbol{x}) p(\boldsymbol{\theta}) d \boldsymbol{\theta}$, is an important quantity to estimate because it allows for model selection. MCMC estimation of $m(\boldsymbol{x})$ is possible but not straightforward (see for example [2], p.139). VB methods [1] provide an attractive alternative based on an approximating distribution, while the model selection problem is dealt by providing a lower bound to the marginal likelihood.

[^18]Standard implementation of VB methodology [4] approximates jointly $\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x}$, rather than the actual (nonaugmented) posterior. In this paper we show that it is better to approximate $p(\boldsymbol{\theta} \mid \boldsymbol{x})$. The proposed methodology exploits the solution of standard VB by performing an optimization into a class of distributions that share the same mean with the initial solution. Two different parameterizations are taken into account: the first one forces the approximating distribution to remain inside the Dirichlet family, while the second one relaxes this assumption by using the Generalized Dirichlet family.
The rest of the paper is organized as follows. Standard VB implementation is briefly described in Section 2. In Section 2.1 a better bound is constructed and the optimization problem is stated in its general form. Moreover, two different parameterizations for the optimization problem are given. The methodology is illustrated in a simulation study and a real RNA-seq dataset in Sections 3.1 and 3.2. Finally, Section 3.3 uses the VB approximations in the Delayed Rejection MCMC algorithm.

## 2 Variational Approximation

VB methods aim at finding a lower-bound $(L)$ of $\log m(\boldsymbol{x})$, by performing a free-form minimization of the Kullback-Leibler divergence $\operatorname{KL}(\mathrm{q} \| \mathrm{p})$ between an approximating distribution $q$ and the target distribution p. Hence, we may write

$$
\begin{equation*}
\log m(\boldsymbol{x})=L+\mathrm{KL}(\mathrm{q} \| \mathrm{p}) \tag{2}
\end{equation*}
$$

According to the standard VB methodology [4], the joint posterior $p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})$ is approximated by another distribution $q(\boldsymbol{\theta}, \boldsymbol{z})$. In order to make the problem tractable this minimization is done considering the family of distributions

$$
\begin{equation*}
\mathcal{G}=\left\{g(\boldsymbol{\theta}, \boldsymbol{z})=g(\boldsymbol{\theta}) g(\boldsymbol{z}): g(\boldsymbol{z})=\prod_{i=1}^{n} \prod_{k=1}^{K} \phi_{i k}^{z_{i k}}\right\} \tag{3}
\end{equation*}
$$

where $\phi:=\left\{\phi_{i k}: i=1, \ldots, n, k=1, \ldots, K\right\}$ are the variational parameters. It turns out that the approximate distribution for $\boldsymbol{\theta}$ is

$$
\begin{equation*}
q(\boldsymbol{\theta})=\mathcal{D}\left(\gamma_{k} ; k=1, \ldots, K\right) \tag{4}
\end{equation*}
$$

$\gamma_{k}:=\alpha_{k}+\sum_{i=1}^{n} \phi_{i k}$, and the optimization with respect to $\phi$ is done using a steepest descent algorithm.
Figure 1 displays the estimates of $\theta_{k} \mid \boldsymbol{x}$ based on the simulation studies in Section 3. The black lines are considered as the ground "truth" and they are estimated by a long MCMC run, while the dashed ones are the estimates corresponding to the standard VB method. It is obvious that this approach exhibits good performance in terms of posterior means, but it leads to variance underestimation.

### 2.1 Bounding the non-augmented posterior

The distribution in (4) is optimal in terms of minimizing the KL divergence between the joint posterior $p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})$ and the distributions considered in (3). However, this does not mean that it is the "best" Dirichlet approximation of the marginal posterior $p(\boldsymbol{\theta} \mid \boldsymbol{x})$. This is proven in the following proposition.
Proposition 2.1. Let $\mathcal{F}$ denote any subset/family of distributions with $q(\boldsymbol{\theta}) \in \mathcal{F}$. Then,

$$
\begin{equation*}
\min _{f \in \mathcal{F}} \mathrm{KL}(f(\boldsymbol{\theta}) \| p(\boldsymbol{\theta} \mid \boldsymbol{x})) \leqslant \mathrm{KL}(q(\boldsymbol{\theta}, \boldsymbol{z}) \| p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})) \tag{5}
\end{equation*}
$$

and the equality holds if and only if $q(\boldsymbol{\theta}, \boldsymbol{z})=p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x}), \forall \boldsymbol{\theta}, \boldsymbol{z}$.
Proof. By the log-sum inequality, $\forall \boldsymbol{\theta} \in \Theta$

$$
q(\boldsymbol{\theta}) \log \frac{q(\boldsymbol{\theta})}{p(\boldsymbol{\theta} \mid \boldsymbol{x})}=\left(\sum_{\boldsymbol{z}} q(\boldsymbol{\theta}, \boldsymbol{z})\right) \log \frac{\sum_{\boldsymbol{z}} q(\boldsymbol{\theta}, \boldsymbol{z})}{\sum_{\boldsymbol{z}} p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})} \leqslant \sum_{\boldsymbol{z}} q(\boldsymbol{\theta}, \boldsymbol{z}) \log \frac{q(\boldsymbol{\theta}, \boldsymbol{z})}{p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})} \Rightarrow
$$

$$
\begin{aligned}
\int q(\boldsymbol{\theta}) \log \frac{q(\boldsymbol{\theta})}{p(\boldsymbol{\theta} \mid \boldsymbol{x})} d \boldsymbol{\theta} & \leqslant \int \sum_{\boldsymbol{z}} q(\boldsymbol{\theta}, \boldsymbol{z}) \log \frac{q(\boldsymbol{\theta}, \boldsymbol{z})}{p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x})} d \boldsymbol{\theta} \Leftrightarrow \\
\mathrm{KL}(q(\boldsymbol{\theta}) \| p(\boldsymbol{\theta} \mid x)) & \leqslant \operatorname{KL}(q(\boldsymbol{\theta}, \boldsymbol{z}) \| p(\boldsymbol{\theta}, \boldsymbol{z} \mid \boldsymbol{x}))
\end{aligned}
$$

Hence (5) stems by the assumption that $q(\boldsymbol{\theta}) \in \mathcal{F}$.
Now, for a given family $\mathcal{F}$, let $\delta \in \Delta_{\mathcal{F}}$ denoting the corresponding (possibly high-dimensional) parameter space and $f \in \mathcal{F}$. Equation (2) implies that the lower bound ( $L$ ) of the log-marginal likelihood corresponding to $f(\cdot ; \boldsymbol{\delta})$ can be expressed as

$$
\begin{equation*}
L(\boldsymbol{\delta})=\int_{\Theta_{K}}\{\log p(\boldsymbol{x} \mid \boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log f(\boldsymbol{\theta} ; \boldsymbol{\delta})\} f(\boldsymbol{\theta} ; \boldsymbol{\delta}) d \boldsymbol{\theta} \tag{6}
\end{equation*}
$$

We have to stress the fact that (6) cannot be computed directly even for fixed $\boldsymbol{\delta}$. However, (6) can be approximated via simulation, since it is expressed as the mean value of the random variable $g(\boldsymbol{\theta}):=$ $\log p(\boldsymbol{x} \mid \boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log f(\boldsymbol{\theta} ; \boldsymbol{\delta}), \boldsymbol{\theta} \sim f(\cdot ; \boldsymbol{\delta})$. So, our objective function is written as:

$$
\begin{equation*}
\max _{\boldsymbol{\delta} \in \Delta_{\mathcal{F}}} L(\boldsymbol{\delta})=\max _{\boldsymbol{\delta} \in \Delta_{\mathcal{F}}} \mathbb{E}_{\boldsymbol{\delta}} g(\boldsymbol{\theta}), \quad \boldsymbol{\theta} \sim f(\cdot ; \boldsymbol{\delta}) \in \mathcal{F} \tag{7}
\end{equation*}
$$

Having in mind that the best variational approximation targeting the joint posterior is the Dirichlet distribution in (4), an obvious choice for $\mathcal{F}$ would be (a subset of) the Dirichlet family of distributions. However, it will prove useful to take into account an even broader family as well, that is, the Generalized Dirichlet family of distributions [8]. The VB solution (4) can be expressed as a Generalized Dirichlet distribution: $q(\boldsymbol{\theta})=\mathcal{D}\left(\gamma_{1}, \ldots, \gamma_{K}\right) \equiv \mathcal{G} \mathcal{D}\left(\gamma_{1}, \ldots, \gamma_{K-1} ; \gamma_{1}^{+}, \ldots, \gamma_{K-1}^{+}\right), \gamma_{\ell}^{+}:=\sum_{j=\ell+1}^{K} \gamma_{\ell}, \ell=1, \ldots, K-1$.
Next we define two specific sets $\mathcal{F}_{\mathcal{D}}$ and $\mathcal{F}_{\mathcal{G D}}$, with $\mathcal{F}_{\mathcal{D}} \subset \mathcal{F}_{\mathcal{G D}}$, in order to make the optimization tractable in (7). Our guide is to keep the same mean as the original VB distribution (4). These two sets are the following

$$
\begin{gather*}
\mathcal{F}_{\mathcal{D}}:=\left\{\mathcal{D}\left(e^{\delta} \gamma_{1}, \ldots, e^{\delta} \gamma_{K}\right): \delta \in \mathbb{R}\right\},  \tag{8}\\
\mathcal{F}_{\mathcal{G D}}:=\left\{\mathcal{G D}\left(e^{\delta_{1}} \gamma_{1}, \ldots, e^{\delta_{K-1}} \gamma_{K-1} ; e^{\delta_{1}} \gamma_{1}^{+}, \ldots, e^{\delta_{K-1}} \gamma_{K-1}^{+}\right):\right. \\
\left.\delta_{k} \in \mathbb{R}, k=1, \ldots, K-1\right\} \tag{9}
\end{gather*}
$$

Note that the number of parameters in (8) and (9) equals to one and $K$, respectively. Moreover, for all $f \in \mathcal{F}_{\mathcal{G D}}$ it holds that $\mathbb{E} \theta_{k}=\gamma_{k} / \sum_{j=1}^{K} \gamma_{j}, \forall k=1, \ldots, K$, while the same remains true for $f \in F_{\mathcal{D}}$ as well, since $\mathcal{F}_{\mathcal{D}} \subset \mathcal{F}_{\mathcal{G D}}$. Consequently, both families (8) and (9) contain distributions having the same means as the distribution $q(\boldsymbol{\theta})$ in (4). In order to maximize (7) under parameterizations (8) or (9) a stochastic approximation algorithm [6] was implemented.

## 3 Applications

### 3.1 Simulated Data

Let $e_{j}, j=1, \ldots, 4$ denote given sequences with replacement of the letters " A ", " T ", " C " and " G ", having lengths equal to $1000,5,5,1000$, respectively. Moreover, consider three discrete sets $I_{1}, I_{2}, I_{3}$, arising by joining different combinations of $e_{j}, j=1, \ldots, 4$ one after the other. In particular, $I_{1}=\left\{e_{1}, e_{2}\right\}, I_{2}=$ $\left\{e_{2}, e_{4}\right\}$ and $I_{3}=\left\{e_{2}, e_{3}, e_{4}\right\}$. Let now $x_{i} \sim \sum_{k=1}^{K} \theta_{k} \mathcal{U}_{I_{k}}, K=3, i=1, \ldots, 2000$ be randomly sampled short sequences of 50 consecutive letters from a mixture of uniform distributions defined in $I_{k}, k=1,2,3$. The true values of the weights used for the simulation is $\boldsymbol{\theta}=(2 / 9,2 / 9,5 / 9)$.


Figure 1: Density estimates of $\theta_{k} \mid \boldsymbol{x}$. Up: Simulated data $k=1,2,3$. Down: RNA-seq data $k=8,12,14$.

After imposing a $\mathcal{D}(1,1,1)$ prior on $\boldsymbol{\theta}$, we applied the three VB algorithms. The estimates of the lower bound of $\log m(\boldsymbol{x})$ are shown in Table 1. The first row of Figure 1 displays the estimated posterior marginal densities. Compared to a long MCMC run estimate, we conclude that the Dirichlet modification is better than standard VB, however the problem of variance underestimation is still apparent. Finally, the Generalized Dirichlet distribution is quite close to the one estimated by MCMC.
In order to make a connection with the next section, under a biological framework the 2000 observations would be called short reads, while the terms exons and transcripts refer to the sets $e_{j}$ and $I_{k}$, respectively. Transcriptome is the set of all available transcripts and it is considered known. RNA-seq is a technology aiming to identify and quantify mRNA transcripts in a biological sample of short reads from the transcriptome. Some of the transcripts share much of their sequence (exons), hence the origin of a sampled read is unknown. In statistical terms, this problem reduces to estimate the weights of a mixture model, see [3] for details.

### 3.2 RNA-seq Data

A sample of human brain tissue reads was downloaded from NCBI (accession number GSM343511). This is part of a much bigger study (see [5]), but for our illustration we used as reference the gene ENSG00000102078. The resulting sample consists of $n=61875$ reads and the number of components (transcripts) is equal to $K=14$. Finally, we used the methodology described in [3] in order to compute the likelihood of the reads to the transcripts.
The estimates of the lower bound of $\log m(\boldsymbol{x})$ are shown in Table 1. Once again the marginal densities arising from the optimization in $\mathcal{F}_{\mathcal{G} \mathcal{D}}$ are quite close to the ones obtained by a long MCMC run, as displayed in the second row of Figure 1 (only the 3 more highly expressed transcripts are shown).

### 3.3 Comparing the Approximations and Improving MCMC

The distributions arising from the VB methods can be used in order to obtain a MCMC sample from the posterior, via the two-stage Delayed Rejection MCMC technique [7]. At the 1st stage a value is generated

| Dataset | standard VB | Dirichlet | Gen.Dirichlet |
| :---: | :---: | :---: | :---: |
| Section 3.1 | $-15341.24(15.72 \%)$ | $-15340.26(31.00 \%)$ | $-15339.38(96.46 \%)$ |
| Section 3.2 | $-1367478.31(2.26 \%)$ | $-1367475.71(17.6 \%)$ | $-1367474.57(39.64 \%)$ |

Table 1: Marginal log-likelihood bounds according to the three VB methods. The percentages correspond to the 1st stage acceptance rate discussed in Section 3.3.
by an approximating distribution, independently from the current state of the chain. This is accepted with the usual Metropolis-Hastings acceptance ratio. If it is rejected, a random walk proposes a second candidate state, which is based on the previous state of the chain (details not shown here). Clearly, the 1st stage acceptance rate should be larger as the Variational approximation gets "better", while this can serve as a measure of efficiency of the approximation. Moreover, a high 1st stage acceptance rate improves the mixing of the MCMC sample, as the 1 st stage draws are uncorrelated. A long MCMC run resulted to the 1 st stage acceptance rates shown in Table 1, highlighting the improved performance of the proposed method over the standard VB.
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#### Abstract

Paired comparison data are often analyzed employing regression models in which the probability that an item wins the comparison with another item is a function of the difference between the "worth" of the two items. Traditional models generally assume that all comparisons are independent. This assumption is often unrealistic, since it is difficult to believe that, for example, the results of two matches with a player in common are independent. Here, two different approaches that account for dependence in the data are illustrated. The first one is a random-effects model designed in way to produce a scheme of cross-correlations between observations with common items. The second approach is a marginal model specified only through means and covariances reflecting comparisons dependencies. Both approaches pose inferential difficulties either because the likelihood is computationally complex or because the joint distribution of the data is unavailable. These difficulties are overcome by means of different forms of composite likelihood inference.
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## 1 Introduction

Paired comparison data derive from the comparison of objects or items in couples. This type of data can be encountered in many areas, including marketing and consumer behavior data, sport data, psychometric experiments and many more. In some instances there is a person that performs the paired comparisons, as in psychometric experiments, but there may also be a direct comparison between items, as in sport data.
Let $Y_{i j}$ denote the result of the comparison between item $i$ and item $j$. Then $Y_{i j}=1$ if $i$ wins the comparison against $j, Y_{i j}=0$ otherwise. Let $\mu_{i}$ denote the "worth" or ability of item $i, i=1, \ldots, n$, then traditional models for the analysis of paired comparison data assume that the probability that $i$ wins against $j$ is

$$
\begin{equation*}
\pi_{i j}=\mathrm{E}\left(Y_{i j}\right)=F\left(\mu_{i}-\mu_{j}\right) \tag{1}
\end{equation*}
$$

where $F(\cdot)$ is the cumulative distribution function of a zero-symmetric random variable. The classical models employed for the analysis of paired comparison data are the Thurstone model [9], which assumes that $F$ in formula (1) is the cumulative distribution function of a standard normal random variable, and the Bradley-Terry model [1] that specifies a logistic distribution function $F$. If there are explanatory variables, [8] suggests to set

$$
\mu_{i}=x_{i}^{T} \beta
$$

where $\beta$ is a $d$-dimensional vector of regression parameters.
Traditional models for the analysis of paired comparison data assume that all comparisons are independent. However, this assumption appears unrealistic since it implies that, for example, the results of two matches

[^19]involving a common player are independent. We illustrate two possible approaches to extend traditional models in order to account for dependence in the data. The first extension specifies a conditional model in which a multivariate distribution of all observations is described. The second approach accounts for dependence in the data without specifying a whole multivariate distribution, but only the first two moments.

## 2 Conditional models

It is possible to model the dependence among the observations through the inclusion of item-specific random effects [5]. In this case the worth of item $i$ is described as

$$
\mu_{i}=x_{i}^{T} \beta+U_{i}
$$

where $U_{i}, i=1, \ldots, n$, are zero-mean independent random effects with density function $f\left(\cdot ; \sigma^{2}\right)$ that depends on the parameter $\sigma^{2}$. The random effects allow to account also for the imperfect representation of the worth by the linear predictor.
The binary observations may be represented as censored continuous latent variables such that $Y_{i j}=0$ iff $Z_{i j}<0$ where

$$
Z_{i j}=\left(x_{i}-x_{j}\right)^{T} \beta+U_{i}-U_{j}+\epsilon_{i j}
$$

where $\epsilon_{i j}$ are independent zero-mean continuous random variables. Computational complexity is reduced if we assume that the random effects are normally distributed with mean zero and variance $\sigma^{2}$ and that the comparison-specific errors are normally distributed with mean 0 and variance 1 , and they are independent of the random effects. The variance of the errors is set to 1 for identification purposes. Then $Z_{i j} \sim N\left(\left(x_{i}-\right.\right.$ $\left.x_{j}\right)^{T} \beta ; 1+2 \sigma^{2}$ ) and the correlation between two latent variables is

$$
\operatorname{corr}\left(Z_{i j}, Z_{k l}\right)= \begin{cases}\sigma^{2} /\left(1+2 \sigma^{2}\right), & \text { if } i=k \text { or } j=l  \tag{2}\\ -\sigma^{2} /\left(1+2 \sigma^{2}\right), & \text { if } i=l \text { or } j=k \\ 0, & \text { if } i \neq j \neq k \neq l\end{cases}
$$

Hence, if two paired comparisons have an item in common, they are correlated, otherwise they are independent. The above specification implies that the correlation $\sigma^{2} /\left(1+2 \sigma^{2}\right)$ lies in the interval $(0,0.5)$.
Unfortunately, the likelihood function associated with the random effects model requires the approximation of an integral of dimension equal to the number of comparisons

$$
L(\theta ; y)=\int_{R^{n}}\left\{\prod_{i=1}^{n-1} \prod_{j=(i+1)}^{n} \mathrm{P}\left(Y_{i j}=y_{i j} \mid U_{i}=u_{i}, U_{j}=u_{j} ; \theta\right)\right\}\left\{\prod_{i=1}^{n} \phi\left(u_{i} ; \theta\right) \mathrm{d} u_{i}\right\}
$$

where $\theta=\left(\beta, \sigma^{2}\right), y=\left(y_{12}, \ldots y_{n-1 n}\right)$, and $\phi(\cdot)$ is the density function of a standard normal random variable.
Considering the latent variable specification, the likelihood function can be written as an integral with dimension equal to the number of paired comparisons

$$
L(\theta ; y)=\int_{A_{12}} \cdots \int_{A_{n-1 n}} \phi_{N}(v ; \Sigma) \mathrm{d} v
$$

where

$$
A_{i j}= \begin{cases}\left(-\infty,-\left(x_{i}-x_{j}\right)^{T} \beta / \sqrt{1+2 \sigma^{2}}\right), & \text { if } y_{i j}=0 \\ \left(-\left(x_{i}-x_{j}\right)^{T} \beta / \sqrt{1+2 \sigma^{2}},+\infty\right), & \text { if } y_{i j}=1\end{cases}
$$

$\phi_{N}(\cdot ; \Sigma)$ denotes the density function of an $N$-dimensional normal random variable with correlation matrix $\Sigma, N$ denotes the total number of paired comparisons and the elements of $\Sigma$ are as shown in (2). This
specification requires the approximation of a normal multivariate integral of dimension equal to the number of paired comparisons observed. Since the dimension of the integral can be very high, [2] suggests to employ pairwise likelihood to make inference in this model.

### 2.1 Pairwise likelihood estimation

Pairwise likelihood is an instance of composite likelihoods [10] that consists of the product of all marginal bivariate probabilities. In the paired comparisons context, the pairwise likelihood is the product of all bivariate probabilities of all couples of comparisons

$$
\begin{equation*}
P L(\theta ; y)=\prod_{(i j) \neq(k l)} \mathrm{P}\left(Y_{i j}=y_{i j}, Y_{k l}=y_{k l} ; \theta\right) \tag{3}
\end{equation*}
$$

Under regularity conditions, the maximum pairwise likelihood estimator is asymptotically normally distributed with mean $\theta$ and covariance matrix $H(\theta)^{-1} J(\theta) H(\theta)^{-1}$, where $J(\theta)=\operatorname{var}(\nabla p l(\theta ; Y), H(\theta)=$ $E\left(-\nabla^{2} p l(\theta ; Y)\right)$ and $p l(\theta ; Y)=\log P L(\theta ; Y)$.
The use of pairwise likelihood noticeably reduces the computational complexity. For example, if we consider the censored latent random variable specification, then the bivariate probability that $i$ loses the comparisons both against $j$ and $k$ is

$$
\begin{gathered}
\mathrm{P}\left(Y_{i j}=0, Y_{i k}=0\right)=\mathrm{P}\left(Z_{i j}<0, Z_{i k}<0\right)= \\
=\Phi_{2}\left(-\frac{\left(x_{i}-x_{j}\right)^{T} \beta}{\sqrt{1+2 \sigma^{2}}},-\frac{\left(x_{i}-x_{k}\right)^{T} \beta}{\sqrt{1+2 \sigma^{2}}} ; \frac{\sigma^{2}}{1+2 \sigma^{2}}\right),
\end{gathered}
$$

where $\Phi_{2}(\cdot, \cdot ; \rho)$ denotes the cumulative distribution function of a bivariate normal random variable with standard marginals and correlation $\rho$. The pairwise likelihood (3) requires the approximation of at most bivariate normal integrals. Simulation studies presented in [2] show that pairwise likelihood estimators perform well with a modest loss of efficiency.

## 3 Marginal models

In some instances, one may be unwilling to specify the whole distribution of the data. In these cases, it is still possible to extend the traditional models to take into account the dependence in the data, but specifying only the first two moments of the distribution.
The maximum likelihood estimates of the regression parameters in both the Bradley-Terry and the Thurstone models are computed by solving the equations

$$
D V^{-1}(y-\pi)=0
$$

where $D$ denotes the Jacobian of $\pi=\left(\pi_{12}, \ldots, \pi_{n-1 n}\right)$ with respect to the components of $\beta$, and $V$ is the covariance matrix computed under the assumption of independence, hence it is a diagonal matrix with entries $\pi_{i j}\left(1-\pi_{i j}\right)$. Under the independence assumption, $\hat{\beta}$ has an asymptotically normal distribution with mean $\beta$ and variance $\left(D^{T} V^{-1} D\right)^{-1}$. Dependence can be accounted for by substituting the variance matrix computed under the independence assumption $V$ with a non-diagonal covariance matrix $W$ in which not all $\operatorname{cov}\left(Y_{i j}, Y_{k l}\right)$ are zeros.
The classical measure of dependence in binary data is the cross-ratio

$$
\psi_{i j, k l}=\frac{\mathrm{P}\left(Y_{i j}=1, Y_{k l}=1\right) \mathrm{P}\left(Y_{i j}=0, Y_{k l}=0\right)}{\mathrm{P}\left(Y_{i j}=1, Y_{k l}=0\right) \mathrm{P}\left(Y_{i j}=0, Y_{k l}=1\right)}
$$

It is reasonable to assume that only comparisons with an item in common are dependent, so $\psi_{i j, k l}=1$ if $i \neq j \neq k \neq l$. Moreover, paired comparison models must assure the symmetry condition $\mathrm{P}\left(Y_{i j}=1\right)=$
$\mathrm{P}\left(Y_{j i}=0\right)$, hence it follows that $\psi_{i j, i k}=1 / \psi_{i j, k i}$. Thereafter, we assume a common cross-ratio $\psi$ for all couples

$$
\psi_{i j, k l}= \begin{cases}\psi, & \text { if } i=k \text { or } j=l \\ 1 / \psi, & \text { if } i=l \text { or } j=k \\ 0 & \text { otherwise }\end{cases}
$$

Hence, following [4], the bivariate probability of observing a win for $i$ against both $j$ and $k$ is

$$
\operatorname{pr}\left(Y_{i j}=1, Y_{i k}=1\right)= \begin{cases}\pi_{i j} \pi_{i k}, & \text { if } \psi=1  \tag{4}\\ \frac{1+\left(\pi_{i j}+\pi_{i k}\right)(\psi-1)-G\left(\pi_{i j}, \pi_{i k}, \psi\right)}{2(\psi-1)}, & \text { if } \psi \neq 1\end{cases}
$$

where $G\left(\pi_{i j}, \pi_{i k}, \psi\right)=\sqrt{\left\{1+\left(\pi_{i j}+\pi_{i k}\right)(\psi-1)\right\}^{2}+4 \psi(1-\psi) \pi_{i j} \pi_{i k}}$. The probabilities of the other three possible combinations of results can be computed from equation (4) and marginal univariate probabilities.
The elements of the covariance matrix $W$ can be computed as $\operatorname{cov}\left(Y_{i j}, Y_{i k}\right)=\mathrm{P}\left(Y_{i j}=1, Y_{i k}=1\right)-$ $\mathrm{P}\left(Y_{i j}=1\right) \mathrm{P}\left(Y_{i k}=1\right)$. Since they depend also on the regression parameters $\beta$, it is not possible to employ standard generalized estimating equations [7]. For this reason, we resort to the hybrid pairwise likelihood method to estimate this marginal model extension.

### 3.1 Hybrid pairwise likelihood

Hybrid pairwise likelihood [6] suggests to iterate between solving optimal estimating equations for estimation of the regression parameters and maximizing the pairwise likelihood equation for estimation of the dependence parameter. Given the dependence parameter $\psi$, the regression parameters estimates $\hat{\beta}_{\text {dep }}(\psi)$ are computed by solving the equations

$$
D W^{-1}(y-\pi)=0
$$

while, for a fixed $\beta$, the estimate $\hat{\psi}(\beta)$ is obtained maximizing the pairwise likelihood

$$
P L(\theta ; y)=\prod_{(i j),(k l)} \mathrm{P}\left(Y_{i j}=y_{i j}, Y_{i k}=y_{k l} ; \theta\right)
$$

The procedure iterates between the solution of optimal estimating equations for $\beta$ given $\hat{\psi}\left(\hat{\beta}_{\text {dep }}\right)$ and maximum pairwise likelihood estimation of $\psi$ given $\hat{\beta}_{\text {dep }}(\hat{\psi})$. At convergence, the estimates of the regression coefficients are asymptotically normally distributed with mean $\beta$ and covariance $\left(D^{T} W^{-1} D\right)^{-1}$. This procedure requires only the specification of the first two moments of the distribution both for estimation of the regression parameters and computation of their standard errors [3].

## 4 Conclusions

Inference in traditional models for the analysis of paired comparison data is performed by assuming independence among all observations. Often, this assumption is unrealistic, therefore different extensions that account for dependence among observations are proposed. The first extension specifies a conditional model in which dependence is introduced by item-specific random effects. The conditional models extension describes the whole distribution of all observations and inferential difficulties are overcome by means of pairwise likelihood methods.
The second approach proposed specifies a marginal model, which requires assumptions only about the first two moments of the distribution of the data. In this case, the recourse to the hybrid pairwise likelihood method is suggested.

Pairwise likelihood provides a straightforward solution to the problem of estimating complex models. This characteristic and the nice theoretical properties possessed by pairwise likelihood, have promoted the use of this estimating method in many contexts [10]. In particular, we employ pairwise likelihood in the conditional model to overcome the problem of computation or approximation of a high dimensional integral. In the marginal model proposed, pairwise likelihood is used in combination with optimal estimating equations in order to estimate the dependence parameter, which cannot be recovered from estimating functions that do not depend on the regression parameters.
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#### Abstract

Consider the problem of constructing Bayesian based confidence sets that are adaptive in $L^{2}$ loss over a continuous scale of Sobolev classes in the Gaussian White noise model. We show that both the hierarchical Bayes and marginal likelihood empirical Bayes approaches lead to credible sets with asymptotic coverage zero for certain oddly behaving functions. Then we give a new empirical Bayes method based on the results of [7], which solves this problem and provides uniform and adaptive confidence sets over a whole collection of Sobolev classes.
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## Introduction

Adaptive techniques for nonparametric estimation have been widely studied in the literature and many rateadaptive results have been provided for a variety of statistical problems. However, an adaptive estimator without any knowledge of its uncertainty is rather uninformative, since one knows that the estimator is optimally close to the true function, but has no information about the actual distance. The uncertainty of an estimator can be characterized by a confidence set. For confidence sets there are two antagonistic features of interest, the size of the confidence sets and the coverage probability, in the sense that one can be achieved at the expense of the other. The aim is to construct minimal size confidence sets such that the coverage probability achieves a certain level.
The construction of adaptive confidence sets across a range of nested sub-models is even more involved. On the one hand we require that the size of the confidence sets are optimal on every single sub-model. On the other hand the coverage of the confidence sets is uniformly high over the collection of sub-models. It was pointed out by Low [3] that the preceding two competing features can not hold simultaneously in general. Introducing additional conditions, for instance shape restrictions [2] or the "self-similarity" assumption [6], can solve the problem and the construction of adaptive confidence sets with uniformly good coverage is possible.
In the Bayesian framework credible sets can be constructed to quantify the uncertainty in the posterior distribution. Due to the heavy Bayesian computational machinery (MCMC methods, ABC techniques, etc), in some cases the construction of credible sets can be easier than the construction of confidence sets from frequentist estimators. The frequentist coverage of credible sets describes to what extent credible sets can be viewed as frequentist confidence sets. From the celebrated Bernstein von Mises theorem follows that in parametric models under some regularity conditions the Bayesian credible sets are asymptotically equivalent to the frequentist confidence sets. However, in nonparametric problems the preceding equivalence does not hold in general. In our work we are interested in the frequentist properties of nonparametric credible sets based on adaptive Bayesian techniques.

[^20]We consider the Gaussian sequence model which is often used as a platform to investigate more difficult nonparametric statistical problems. In the analysis we work with the $L_{2}$-loss function. Furthermore, we assume that the true sequence is contained in a Sobolev ball with regularity $\beta \in[D, 2 D]$, for some given positive constant $D$. In the preceding model there exist adaptive confidence sets with uniformly good coverage properties [7]. We investigate the asymptotic behaviour of the marginal likelihood empirical Bayes method and show that there are certain oddly behaving truths for which the credible sets have asymptotically zero coverage. Good coverage properties of the credible sets rely on the correct bias-variance trade-off. However, in the case of the preceding adaptive Bayesian procedure for certain unregular functions the bias can dominate the variance which leads to a coverage probability zero. Keeping this in mind we construct a new empirical Bayes method based on risk estimation which provides adaptive confidence sets with good coverage properties.
The main message of the paper is that one has to choose the Bayesian procedure adequately to its purpose. For instance if one evaluates the performance of the posterior mean with the mean integrated squared error then it could happen that the likelihood based procedures attain sub-optimal behaviour. The reason behind it is that the mean integrated squared error is connected to the $L_{2}$-loss function, while the likelihood based methods are related to the Kullback-Leibler divergence. In the present paper we consider the problem of constructing credible sets with optimal size and good coverage. This boils down to finding a hyperparameter $\alpha$ which balances out the bias and the variance terms. However, the marginal likelihood empirical Bayes method selects that hyperparameter $\alpha$ which minimizes the Kullback-Leibler divergence between the marginal Bayesian likelihood function and the truth.
In Section 4 we make these loose statements more precise. First we introduce the Gaussian sequence model in more details. The negative result on the coverage of marginal likelihood empirical Bayes credible sets is given in Section 4. The new empirical Bayes method is referred to Section 4. The whole Section 2 is based on the paper [9]. We conclude the paper paper with a short simulation study in Section 4.

## Main results

In the paper we work with the Gaussian white noise model and consider the sequence formulation

$$
X_{i}=\theta_{0, i}+\frac{1}{\sqrt{n}} Z_{i}, \quad \text { for all } i=1,2, \ldots
$$

where $X=\left(X_{1}, X_{2}, \ldots\right)$ is the observed infinite sequence, $Z_{i}$ are independent standard normal distributed random variables and $\theta_{0}=\left(\theta_{0,1}, \theta_{0,2}, ..\right)$ is the unknown infinite dimensional parameter of interest. Assume that $\theta_{0}$ belongs to the Sobolev ball $S^{\beta}(M)=\left\{\theta: \sum \theta_{i}^{2} i^{1+2 \beta} \leq M\right\}$, where $\beta$ is the regularity parameter and $M$ is the squared radius of the Sobolev ball. The minimax rate of convergence over $S^{\beta}(M)$ is constant times $n^{-\beta /(1+2 \beta)}$.
In the Bayesian framework to make inference about the unknown sequence $\theta_{0}$ as a first step we endow it with a prior distribution. In our analysis we chose the infinite dimensional Gaussian distribution

$$
\Pi_{\alpha}=\prod_{i=1}^{\infty} N\left(0, i^{-1-2 \alpha}\right)
$$

where the parameter $\alpha>0$ denotes the regularity level of the prior distribution. The optimal choice of the hyperparameter $\alpha=\beta$ leads to posterior contraction rates $n^{-\beta /(1+2 \beta)}$, while for other choices we get sub-optimal contraction rate [5],[1]. Since the smoothness parameter $\beta$ of the true function $\theta_{0}$ is usually not available one has to use a data driven method to choose $\alpha$, as in [4]. Throughout the paper we assume the a priori knowledge that the parameter $\beta$ lies in the interval $[D, 2 D]$, with some given positive parameter $D$.

## Marginal likelihood empirical Bayes method

In this section we state that the marginal likelihood empirical Bayes (MLEB) credible sets have asymptotic coverage zero for certain irregular sequences. The marginal log-likelihood function for $\alpha$ (relative to an infinite product of $N(0,1 / n)$-distributions) is equal to

$$
\ell_{n}(\alpha)=-\frac{1}{2} \sum_{i=1}^{\infty}\left(\log \left(1+\frac{n}{i^{1+2 \alpha}}\right)-\frac{n^{2}}{i^{1+2 \alpha}+n} X_{i}^{2}\right)
$$

Let's denote by $\hat{\alpha}_{n}$ the maximizer of the likelihood function on the interval $[D, 2 D]$. The MLEB posterior is given by substituting $\hat{\alpha}_{n}$ for $\alpha$ in the posterior distribution:

$$
\Pi_{\hat{\alpha}_{n}}(A \mid X)=\left.\Pi_{\alpha}(A \mid X)\right|_{\alpha=\hat{\alpha}_{n}}
$$

for measurable subsets $A \subset \ell^{2}$.
The posterior distribution for fixed hyperparameter $\alpha>0$ is conditionally Gaussian, hence a natural choice for the $1-\gamma$-credible set is the $\ell_{2}$-ball centered at the posterior mean with radius $r_{n, \gamma}(\alpha)$ :

$$
\Pi_{\alpha}\left(\theta:\left\|\theta-\hat{\theta}_{n, \alpha}\right\| \leq r_{n, \gamma}(\alpha) \mid X\right)=1-\gamma
$$

Substituting $\hat{\alpha}_{n}$ for the hyperparameter $\alpha$ and (possibly) blowing up the ball by a constant multiplier $L$ we get the MLEB credible set

$$
\begin{equation*}
\hat{C}_{n}^{E}(L)=\left\{\theta:\left\|\theta-\hat{\theta}_{n, \hat{\alpha}_{n}}\right\| \leq L r_{n, \gamma}\left(\hat{\alpha}_{n}\right)\right\} \tag{1}
\end{equation*}
$$

We are interested in the frequentist coverage of the MLEB credible sets $P_{\theta_{0}}\left(\theta_{0} \in \hat{C}_{n}^{E}(L)\right)$. As we have already mentioned in the introduction, Robins and Van der Vaart [7] showed that there exist adaptive confidence sets with good uniform coverage properties for $\beta \in[D, 2 D]$. Unfortunately the MLEB credible sets do not attain this good coverage property. For any given parameter $\beta$ there exists a sequence $\theta_{0} \in S^{\beta}(M)$ for which the credible set has zero coverage asymptotically.

Theorem 0.1 (Theorem 3.1 in [8]). For an arbitrary sequence of positive integers $n_{j}$ satisfying $n_{1} \geq 2$, $n_{j} \geq n_{j-1}^{4}$ and positive parameter $K$ lets define the sequence $\theta_{0}=\left(\theta_{0,1}, \theta_{0,2}, \ldots\right)$ as

$$
\theta_{0, i}^{2}= \begin{cases}K n_{j}^{-1}, & \text { if } n_{j}^{1 /(1+2 \beta)} \leq i<2 n_{j}^{1 /(1+2 \beta)} \text { for any } j=1,2, \ldots  \tag{2}\\ 0, & \text { else }\end{cases}
$$

The constant $K$ can be chosen such that for every $L>0$ the coverage of the credible set $\hat{C}_{n}^{E}(L)$ defined in (1) tends to zero along the sub-sequence $n_{j}$.

A detailed description of the intuition behind the bad coverage property of the credible sets for the preceding "inconvenient" truth can be found in [8]. We just mention in addition that even the prior knowledge on the smoothness ( $\beta \in[D, 2 D]$ ) can not fix the poor performance of the method. A technical explanation relies on the incorrect bias-variance trade-off, caused by the different behaviour of the $K L$ divergence and the $L_{2}$-loss function.

## Risk-based empirical Bayes method

To correct the sub-optimal behaviour of the preceding adaptive Bayesian techniques we provide a new empirical Bayes method which gives adaptive credible sets with optimal coverage. The approach relies on minimizing the mean squared error of the posterior mean instead of maximizing the likelihood function. The estimator applied in the new empirical Bayes method is based on [7].

First we give an estimator for the squared bias $B_{n}^{2}(\alpha)=\sum i^{2+4 \alpha} \theta_{0, i}^{2} /\left(i^{1+2 \alpha}+n\right)^{2}$ with fixed hyperparameter $\alpha$ :

$$
\hat{B}_{n, k_{n}}^{2}(\alpha)=\sum_{i=1}^{k_{n}}\left(X_{i}-\hat{\theta}_{n, i}(\alpha)\right)^{2}-\frac{i^{2+4 \alpha}}{n\left(i^{1+2 \alpha}+n\right)^{2}}=\sum_{i=1}^{k_{n}} \frac{i^{2+4 \alpha}}{\left(i^{1+2 \alpha}+n\right)^{2}}\left(X_{i}^{2}-\frac{1}{n}\right)
$$

where the sequence $k_{n}=n^{1 /(1 / 2+2 D)}$. Then the estimator $\hat{\alpha}_{n}$ is defined as

$$
\hat{\alpha}_{n}=\inf \left\{\alpha \geq D: \hat{B}_{n, k_{n}}(\alpha) \geq n^{-2 \alpha /(1+2 \alpha)}\right\} \wedge\left(2 D-C_{0} / \log n\right)
$$

for some large enough constant $C_{0}$ specified later. Plugging in the estimator $\hat{\alpha}_{n}$ into the posterior distribution we get the risk-bases empirical Bayes (REB) posterior

$$
\Pi_{\hat{\alpha}_{n}}(A \mid X)=\left.\Pi_{\alpha}(A \mid X)\right|_{\alpha=\hat{\alpha}_{n}}
$$

for measurable subsets $A \subset \ell^{2}$. Similarly to the MLEB method we define the REB credible sets as

$$
\begin{equation*}
\hat{C}_{n}^{R}(L):=\left\{\theta:\left\|\theta-\hat{\theta}_{n, \hat{\alpha}_{n}}\right\|<L r_{n, \gamma}\left(\hat{\alpha}_{n}\right)\right\} \tag{3}
\end{equation*}
$$

where $L$ is a scaling parameter. The so constructed REB credible sets have in the minimax sense optimal size across the collection of Sobolev balls $S^{\beta}(M)$ with $\beta \in[D, 2 D]$ and have uniformly good coverage properties over the largest Sobolev ball $S^{D}(M)$.

Theorem 0.2 (Theorem of 2.3 [9]). For arbitrary positive parameters $D, M$ and $\gamma$ there exist constants $C_{0}$ and $L$ such that the REB credible sets defined in (3) have at least $1-\gamma$ coverage uniformly

$$
\inf _{\theta_{0} \in S^{D}(M)} P_{\theta_{0}}\left(\theta_{0} \in \hat{C}_{n}^{R}(L)\right) \geq 1-\gamma
$$

and the radius of the credible sets are rate optimal in a minimax sense for all $\beta \in[D, 2 D]$

$$
\inf _{\theta_{0} \in S^{\beta}(M)} P_{\theta_{0}}\left(r_{n, \gamma}\left(\hat{\alpha}_{n}\right) \lesssim n^{-\beta /(1+2 \beta)}\right) \rightarrow 1
$$

## Numerical investigation

We give a short simulation study to illustrate that the new empirical Bayes method provides better confidence sets than the MLEB method. Consider the continuous representation of the Gaussian white noise model

$$
X_{t}=\int_{0}^{t} f_{0}(s) d s+1 / \sqrt{n} W_{t}, \quad t \in[0,1]
$$

where the function $f_{0}=\sum \theta_{0, i} \sqrt{2} \sin (i \pi t)$ and $W_{t}$ is the Brownian motion. The Fourier coefficients $\theta_{0}$ are taken to be $\theta_{0, i}=\cos (i) i^{-1.4}$ for $i=10, \ldots, 15 ; \theta_{0, i}=4 \cos (i) i^{-1.4}$ for $i=150, \ldots, 200 ; \theta_{0, i}=i^{-1.4}$, for $i=4^{4^{j}}, \ldots, 2 * 4^{4^{j}}, j=2, \ldots$, and $\theta_{0, i}=0$ else. Furthermore we choose a priori the regularity interval $[D, 2 D]$ to be $[0.6,1.2]$.
In the top line of Figure 1 we plot the MLEB credible sets given in (1), while in the bottom line stands the REB credible sets with sample sizes $n=10^{3}, 5 * 10^{4}$ and $5 * 10^{6}$. We note that we did not blow up the credible sets by a factor $L>1$ in any of the two cases. The true function is plotted by black, the posterior mean by blue and the gray area is the collection of the $95 \%$ closest draws to the posterior mean from the posterior distribution. One can see that the MLEB credible sets have poor coverage property for $n=10^{3}$ and $n=5 * 10^{4}$. The posterior mean is far away from the truth and in the meanwhile the credible sets


Figure 1: MLEB and the REB credible sets
are too narrow. Finally we note that the REB credible sets contain the truth in all cases, correcting the over-confidence of the MLEB method.
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#### Abstract

The main purpose of genome wide association studies (GWAS) is the identification of genes responsible for quantitative traits (Quantitative Trait Loci, QTL) or disease causing genes in human populations. Localization of genes in such outbred populations is relatively difficult. We present this problem and two criteria, mBIC and mBIC2, which were successfully used in GWAS. However, it turns out that we can find much more influential genes if we perform GWAS in admixed population, obtained as a result of interbreeding between previously separated ancestral populations. In that case, apart from genotypes, we have information about the origin of genome's fragments. We introduce modification of mBIC and mBIC2, which can use this additional information. Finally, we present results of simulations which confirm that we are able to identify more influential genes in those populations.
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## 1 Introduction

In the recent time we can observe a very popular problem in regression, so called sparsity, which denotes a situation when we have a very large number of variables, often bigger than the sample size, but the number of significant predictors is small. This situation takes place e.g. in genetics, in the problem of localizing genes responsible for quantitative traits (Quantitative Trait Loci, QTL). We have to deal with a large number of markers (fragments of DNA which can occur in different variants for different individuals and their genotype can be identified). Usually, we observe two versions (alleles) of markers, let's say $A$ and $B$, but when we consider diploid organisms in which chromosomes appear in pairs, a genotype of $j$-th marker for $i$-th individual can be coded in the following way:

$$
x_{i j}=\left\{\begin{array}{cc}
-1 & \text { if } A A  \tag{1}\\
0 & \text { if } A B \\
1 & \text { if } B B
\end{array}\right.
$$

When we have values of a trait of interest, we can use the linear regression and find markers which are related to the trait. If these markers are correlated with genes influencing the trait (what usually means that they occur near these genes), we can localize them.
In practice, the hardest is to localize QTL or disease causing genes in human populations, so called Genome Wide Association Studies (GWAS), because correlations between genotypes of QTL and neighbouring markers can be very small. Therefore, we need a large number of densely spaced markers. Relatively

[^21]easier is to localize genes in experimental populations (plants and animals), in which we interbreed highly related individuals. Thanks to that, correlations between markers are notably higher. Much more about localizing genes in experimental populations can be found in [9] or [8] and information about GWAS is provided in [3].
The problem of a low correlation in genome wide association studies can be substantially decreased if one performs GWAS in admixed populations. These populations originate from a recent interbreeding between two previously isolated populations, let's say $P_{1}$ and $P_{2}$. In this case we have additional information on the ancestry states of a given region of a genome, which for diploid organisms we can present in the following way:
\[

z_{i j}=\left\{$$
\begin{array}{cc}
-1 & \text { if } P_{1} P_{1}  \tag{2}\\
0 & \text { if } P_{1} P_{2} \\
1 & \text { if } P_{2} P_{2}
\end{array}
$$\right.
\]

We can assume that each marker comes either from population $P_{1}$ or $P_{2}$. Correlation between ancestry states is much higher than between genotypes of markers, unfortunately correlation between a genotype and an ancestry state is much lower. However, we will show that if we combine both pieces of information, we can find more significant genes.

## 2 Modified versions of Bayesian Information Criterion

We aim to choose the best linear regression model in the situation when the number of explanatory variables $p$ is very large, bigger than the samples size $n$. Statistics knows a lot of criteria which can be used to find a suitable model, unfortunately classic versions like Akaike Information Criterion (AIC, [1]) or Bayesian Information Criterion (BIC, [13]) are inappropriate in our situation. This is due to the fact that they are derived based on the assumption that $n$ goes to infinity, while $p$ remains constant. This is obviously not a good assumption when $p$ is larger than $n$ and it was shown that classical criteria overestimate the number of significant regressors $k[11]$.
To construct a suitable criterion, we need some a priori knowledge about the number of nonzero coefficients $k$ because when $p$ is larger then $n$, the least squares estimators for regression coefficients are not unique and regression models are not identifiable. In applications in genetics we usually assume the sparsity, i.e. that $k / n$ is very small. This assumption was used to construct modifications of BIC: mBIC [5], mBIC2 ([11], [12]) and EBIC [7]. Further we will deal with two of them, mBIC and mBIC2, and show how to use them in the problem of admixed populations.

## 2.1 mBIC and mBIC 2

We are interested in the following linear regression model:

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{p} \beta_{j} x_{i j}+\epsilon_{i}, i=1, \ldots, n \tag{3}
\end{equation*}
$$

where $y_{i}$ is a trait value for $i$-th individual, $p$ is the number of available markers, $x_{i j}$ is a genotype of $j$-th marker for $i$-th individual and $\epsilon_{i}$ 's are independent variables with the normal distribution $\mathcal{N}\left(0, \sigma^{2}\right)$. Let $s$ denote a subset of $\left\{1, \ldots, p_{n}\right\}$ (a model) of a size $v(s)$. If we want to find nonzero coefficients, we can use one of the most popular criterion, Bayesian Information Criterion, which suggests choosing the model minimalizing the formula

$$
\begin{equation*}
B I C(s)=n \ln (R S S(s))+v(s) \ln n \tag{4}
\end{equation*}
$$

where $R S S(s)$ means residual sum of squares for the model $s$.
BIC was derived in a Bayesian context and it is used to approximate the logarithm of the posterior probability
of the given model. This probability is proportional to the product of the integrated likelihood of the data given the model and the prior probability of the model. BIC neglects this second factor and as a result it assigns the same prior probability to all models. It has undesirable consequences in the context of localizing genes because if we consider nonzero coefficients, the prior distribution on their number $k$ is binomial $\mathcal{B}(p, 1 / 2)$. It leads to the overestimation of the number of predictors because this distribution is concentrated almost entirely on $[p / 2-2 \sqrt{2}, p / 2+2 \sqrt{2}]$.
Two modification of BIC dealing with that problem were proposed:

$$
\begin{gather*}
m B I C(s)=n \ln (R S S(s))+v(s) \ln n+2 v(s) \ln \left(\frac{p}{c}-1\right),  \tag{5}\\
m B I C 2(s)=n \ln (R S S(s))+v(s) \ln n+2 v(s) \ln \frac{p}{c}-2 \ln (v(s)!) \tag{6}
\end{gather*}
$$

where $c=E k$, i.e. the expected value of $k$. The first modification is a result of the assumption that $k$ has the binomial distribution but with mean equals $c / p$. The additional penalty in mBIC is closely related to the Bonferroni correction for multiple testing ([6], [11]), which is substantially worse than the Benjamini-Hochberg procedure [4]. The second modification is a product of exploiting good properties of B-H procedure.
There are quite a few papers which show good properties of those criteria, both theoretical and practical ([2], [6], [11], [14], [15]). If $c$ is unknown, one can use $c=4$ to control Family Wise Error Rate at the level of $10 \%$ (mBIC) and False Discovery Rate at the same level (mBIC2).

### 2.2 Admixed populations

Now we want to apply mBIC and mBIC2 in admixed populations. In this case our target is to fit the regression model

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{p_{1}} \beta_{j} x_{i j}+\sum_{k=1}^{p_{2}} \gamma_{k} z_{i k}+\epsilon_{i}, i=1, \ldots, n \tag{7}
\end{equation*}
$$

so we treat ancestry states as additional variables. Adequate criteria change to the following forms:

$$
\begin{gather*}
m B I C(s)=n \ln (R S S(s))+\left(v_{1}(s)+v_{2}(s)\right) \ln n+2 v_{1}(s) \ln \left(\frac{p_{1}}{c_{1}}-1\right)+ \\
+2 v_{2}(s) \ln \left(\frac{p_{2}}{c_{2}}-1\right)  \tag{8}\\
m B I C 2(s)=n \ln (R S S(s))+\left(v_{1}(s)+v_{2}(s)\right) \ln n+2 v_{1}(s) \ln \frac{p_{1}}{c_{1}}-2 \ln \left(v_{1}(s)!\right)+ \\
+  \tag{9}\\
+2 v_{2}(s) \ln \frac{p_{2}}{c_{2}}-2 \ln \left(v_{2}(s)!\right)
\end{gather*}
$$

where $v_{1}(s)$ means the number of markers in the model, $v_{2}(s)$ is the number of ancestry states in the model and $p_{1}$ denotes the number of all markers. The problem is with $p_{2}$ because due to high correlation it is not a good idea to treat $p_{2}$ as the total number of ancestry states. Instead, we can calculate so called the effective number of tests $p_{\text {eff }}$ for ancestry variables and $p_{2}$ will be that value. The effective number of tests is the number of independent single tests which we can perform to control FWER at the level $\alpha$. According to [10], we can write

$$
\begin{gather*}
\alpha=P_{H_{0}}\left(\max _{j \in\{1, \ldots, p\}} L R T_{j}>c\right) \approx 1-\exp (-2[1-\Phi(\sqrt{c})])- \\
-0.02 p t L \sqrt{c} \phi(\sqrt{c}) \nu(\sqrt{0.02 t L c}) \tag{10}
\end{gather*}
$$

where $L R T$ is the likelihood ratio test, $\Phi$ is the normal distribution, $\phi$ is the normal density and $\nu(x) \approx$ $\exp (-0.583 x)$. Possibility of using this formula results from appropriate correlation between ancestry states, equal to $\exp (-t L)$, where $L$ is the distance between markers (in Morgans) and $t$ denotes an admixing time for a given individual. If we do not know admixing times and distances between markers are different, we suggest replacing $t L$ with $-\ln r$, where $\ln r$ is the average of the logarithms of the correlations between neighbouring ancestry variables.
On the other hand, if we perform $p_{\text {eff }}$ independent tests, we can write

$$
\begin{equation*}
\left.\alpha=P_{H_{0}}\left(\max _{i \in\left\{1, \ldots, p_{e f f}\right\}} L R T_{j}>c\right) \approx 1-[1-2(1-\Phi(\sqrt{( } c)))\right]^{p^{e f f}} \tag{11}
\end{equation*}
$$

If we compare 10 and 11 , we get

$$
\begin{equation*}
p_{2}=p_{e f f}=\frac{\ln (1-\alpha)}{\ln (2 \Phi(\sqrt{c})-1)} \tag{12}
\end{equation*}
$$

## 3 Simulations

We performed simulations on the data which were very close to real data. We had 482906 markers ( 22 chromosomes) and 482906 ancestry states, all for 1000 unrelated individuals. We chose 20 causal markers which were differed in the linkage disequilibrium (LD; this characteristic says how much a marker is correlated with neighbours) and the ancestry frequency (AF; it says how much an ancestry state is correlated with the corresponding marker). We simulated values of a trait according to the model

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{20} 0.5 x_{i j}+\epsilon_{i}, i=1, \ldots, 1000 \tag{13}
\end{equation*}
$$

where $\epsilon_{i} \sim \mathcal{N}(0,1)$. Then we removed these causal markers from the design matrix and looked for the best linear model, using the strategy described in [12]. We considered the identified marker a true discovery if the correlation between this marker and the corresponding causal marker was greater than 0.5 . Results are shown in Table 1. In the first design we used only genotypes of markers and in the second design we added ancestry states. The power is calculated as the number of true discoveries divided by 20 and averaged over

|  | First design |  | Second design |  |
| :---: | :---: | :---: | :---: | :---: |
|  | mBIC | mBIC2 | mBIC | mBIC2 |
| Power | 0.427 | 0.534 | 0.670 | 0.723 |
| FDR | 0.023 | 0.109 | 0.040 | 0.082 |

Table 1: Power and FDR
100 replicates.
Our simulations show that the power of GWAS in admixed population can be increased if we add information about ancestry state to the regression model (and FDR stays at the low level). We were able to identify genes which have low LD (so it was impossible to find them using only genotypes) but high AF. What is more, because of these new genes, our model was better so other genes were found more often. FDR for mBIC2 is higher than for mBIC, what was expected (the penalty in mBIC2 is smaller).
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#### Abstract

It is always possible to construct a $d$-dimensional non-normal distribution having any finite number of normal projections and all $(d-1)$ dimensional marginals normal. Also, there can exist $d$-dimensional non-normal distribution with all conditional distributions being normal. In the present note we introduce two new characterizations of the classical $d$-dimensional normal distribution. (1) Having normal conditionals and a finite number of normal projections uniquely characterizes the classical $d$-dimensional normal distribution. (2) Having normal conditionals and each of $(d-1)$ coordinate random variables having a one dimensional normal distribution is sufficient to ensure that the $d$-dimensional distribution has to be classical normal.
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## 1 Introduction

Classical distribution theory in higher dimensions is largely focused on the multivariate normal distribution. For the multivariate normal density it is well known that every marginal distribution, every conditional distribution and all linear transformations are also normal. Besides, it is also obvious that these properties chosen individually are not sufficient conditions to characterize the multivariate normal density. There are many multivariate non-normal distributions which share some of these features with the classical normal distribution. So, it is interesting to find combinations of these characteristics which will be sufficient to characterize the classical normal density. In the present article we review some available results in this direction and contribute two new characterization results involving normal conditional distributions. It is to be expected that similar results can be obtained when dealing with distributions with conditionals in arbitrary exponential families. As an illustration, two results will be presented dealing with distributions with exponential conditionals.
In the following section we present two examples where a non-normal bivariate density shares common features with the classical bivariate normal distribution. Stoyanov [5] is a useful source of other examples of multivariate non-normal distributions having classical normal properties.

### 1.1 Counterexample: Non-normal bivariate distribution with marginals, sum and difference which are normal

Let $\left(X_{1}, X_{2}\right)$ be a bivariate random variable with density

$$
\begin{equation*}
f_{\epsilon}\left(x_{1}, x_{2}\right)=\frac{1}{2 \pi} e^{-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)}\left\{1+\epsilon\left(x_{1}^{3} x_{2}-x_{2}^{3} x_{1}\right) e^{-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)}\right\} \tag{1}
\end{equation*}
$$

[^22]where
$$
|\epsilon| \leq \frac{e^{2}}{4}
$$

Now, consider the following linear combination of the coordinates of $\left(X_{1}, X_{2}\right), X=X_{1} \sin \theta+X_{2} \cos \theta$. The density of $X$ is

$$
\begin{equation*}
g_{\theta}(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} x^{2}}\left\{1-\frac{\sqrt{2} \epsilon \sin (4 \theta)}{32}\left(4 x^{4}-12 x^{2}+3\right) e^{-\frac{1}{2} x^{2}}\right\} \tag{2}
\end{equation*}
$$

Clearly, $X$ is non-normal. It may be noted here that $X_{1}, X_{2}, X_{1}+X_{2}$ and $X_{1}-X_{2}$ are normal, but this does not imply that $\left(X_{1}, X_{2}\right)$ is bivariate normal. Hence, marginal normality and finite number of normal projections are not sufficient conditions to characterize the multivariate normal distribution.
We refer to Hamedani and Tata [3] for a closely related bivariate normal characterization, that is, bivariate normality is completely determined by a countable dense number of one-dimensional normal projections. Another important reference is Manjunath and Parthasarathy [4] dealing with a generalization of the characterization in [3].

### 1.2 Counterexample: Non-normal bivariate density for which one set of conditionals and one marginal are normal

Let $\left(X_{1}, X_{2}\right)$ be a bivariate random variable with density

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right) \propto\left(1+x_{2}^{2}\right)^{\frac{1}{2}} \exp \left\{-\frac{1}{2}\left[x_{1}^{2} x_{2}^{2}+x_{1}^{2}+x_{2}^{2}\right]\right\} \tag{3}
\end{equation*}
$$

In this example, $X_{2} \sim N(0,1)$ and $X_{1} \left\lvert\, X_{2}=x_{2} \sim N\left(0, \frac{1}{1+x_{2}^{2}}\right)\right.$ for all $x_{2}$. But note that the conditional distribution of $X_{2}$ given $X_{1}$ is not normal. This confirms the fact that marginal normality and one family of conditionals being normal are not sufficient to guarantee joint normality.
Bhattacharyya [2] observed that, even if one assumes that both families of conditional densities (of $X_{1}$ given $X_{2}$, and of $X_{2}$ given $X_{1}$ ), bivariate normality is not guaranteed. See Bhattacharyya [2] and Arnold et al. [1] for discussion of several sufficient conditions to characterize the classical bivariate and multivariate normal distribution within the class of distributions with normal conditionals.

## 2 Normal Conditionals

### 2.1 Bivariate normal conditionals

As in Arnold et al. [1], assume that a joint density $f(x, y)$ has all conditionals in the univariate normal family. Then writing the joint density as a product of a marginal and a conditional density in both possible ways, we have

$$
\begin{equation*}
\frac{f_{1}(x)}{\sigma_{2}(x)} \exp \left[-\frac{1}{2}\left(\frac{y-\mu_{2}(x)}{\sigma_{2}(x)}\right)^{2}\right]=\frac{f_{2}(y)}{\sigma_{1}(y)} \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{1}(y)}{\sigma_{1}(y)}\right)^{2}\right] \tag{4}
\end{equation*}
$$

where $f_{1}(x)>0$ and $f_{2}(y)>0$ are marginal densities and $\mu_{2}(x), \sigma_{2}(x), \sigma_{1}(y)$ and $\mu_{1}(y)$ are functions of marginal variables. By solving above equation, the joint density of $f(x, y)$ can be expressed as:

$$
f(x, y)=\exp \left\{\left(1, x, x^{2}\right)\left(\begin{array}{lll}
m_{00} & m_{01} & m_{02}  \tag{5}\\
m_{10} & m_{11} & m_{12} \\
m_{20} & m_{21} & m_{22}
\end{array}\right)\left(\begin{array}{c}
1 \\
y \\
y^{2}
\end{array}\right)\right\}
$$

where the constants $\left\{m_{i j}: i, j=0,1,2\right\}$ are chosen to ensure nonnegativity of $f(x, y)$ and its marginals and the integrability of those marginals. To guarantee integrability the coefficients must satisfy one of the two following sets of conditions: (1) $m_{22}=m_{12}=m_{21}=0, m_{20}<0, m_{02}<0$ and $m_{11}^{2}<4 m_{02} m_{20}$. (2) $m_{22}<0,4 m_{22} m_{02}>m_{12}^{2}$ and $4 m_{20} m_{22}>m_{21}^{2}$. Condition (1) yields the classical bivariate normal density.

### 2.2 Multivariate extension

Let $\boldsymbol{X}$ be a $d$-dimensional random variable which has normal conditionals. Its joint density can be written in the form

$$
\begin{equation*}
f_{\boldsymbol{X}}(\boldsymbol{x})=\exp \left\{\sum_{\boldsymbol{i} \in T_{d}} m_{i_{1} \ldots i_{d}} x_{1}^{i_{1}} \ldots x_{d}^{i_{d}}\right\}, \tag{6}
\end{equation*}
$$

where $T_{d}$ is the set of all vectors of 0 's, 1 's and 2 's of dimension $d$ and $\boldsymbol{i}=\left(i_{1}, . ., i_{d}\right)^{T}$ each $i_{j} \in\{0,1,2\}$, $j=1,2, \ldots, d$. There are certain constraints on the $m_{i_{1} \ldots i_{d}}$ 's in order to guarantee integrability, just as there were in dimension 2.

## 3 New characterizations of the multivariate normal

In this section we present the two new characterizations of $d$-dimensional classical normal density within the class of $d$-dimensional distributions with normal conditionals. We begin with a useful Lemma.

Lemma 3.1. Let $\left(X_{1}, X_{2}, \ldots . X_{m}, X_{m+1}, \ldots ., X_{d}\right)$ have a normal conditionals distribution (of the form (6)). The following are equivalent:
(1) $\left(X_{1}, X_{2}, \ldots, X_{m}\right)$ has a normal conditionals distribution.
(2) $\left(X_{1}, X_{2}, \ldots . X_{m}\right)$ and $\left(X_{m+1}, \ldots . ., X_{d}\right)$ are independent and $\left(X_{m+1}, \ldots ., X_{d}\right)$ also has a normal conditionals distribution.

Theorem 3.1. Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right)^{T}$ have a normal conditionals density of the form (6). If each of the coordinate random variables $X_{1}, X_{2}, . ., X_{d-1}$ has a one dimensional normal distribution then $\boldsymbol{X}$ has a d-dimensional classical normal distribution.

An alternative necessary and sufficient condition for a $d$-dimensional density with normal conditionals to have a classical normal distribution is to have all $d$ of its $(d-1)$ dimensional marginals of the classical normal form.

Theorem 3.2. Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right)^{T}$ be a d-dimensional random vector which satisfies the following conditions: (1) it has a normal conditionals density of the form (6); (2) for some vector $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{d}\right)$ with at least $(d-1)$ of its coordinates being nonzero, $\sum_{i=1}^{d} a_{i} X_{i}$ has a normal distribution. Then, $\boldsymbol{X}$ has a classical d-dimensional normal density.

## 4 Exponential conditionals

In this section we present a new characterization of a $d$-dimensional exponential density.
Let $\boldsymbol{X}$ be a $d$-dimensional random variable having exponential conditionals, then the joint density can be written in the form

$$
\begin{equation*}
f_{\boldsymbol{X}}(\boldsymbol{x})=\exp \left\{-\sum_{\boldsymbol{i}_{\in T_{d}}} \lambda_{i_{1} \ldots i_{d}}\left(x_{1}^{\left.\left.i_{1} \ldots x_{d}^{i_{d}}\right)\right\}, ~}\right.\right. \tag{7}
\end{equation*}
$$

where $T_{d}$ is the set of all vectors of 0 's and 1 's of dimension $d$ and $\boldsymbol{i}=\left(i_{1}, . ., i_{d}\right)^{T}$ each $i_{j} \in\{0,1\}$, $j=1,2, \ldots, d$ and the parameters $\lambda_{i_{1} \ldots i_{d}}$ are nonnegative.

Lemma 4.1. If $\left(X_{1}, \ldots, X_{d}\right)$ has an exponential conditionals distribution of the form (7) and $X_{1}$ is exponential then $X_{1}$ and $\left(X_{2}, \ldots, X_{d}\right)$ are independent and $\left(X_{2}, \ldots, X_{d}\right)$ has a $(d-1)$ dimensional exponential conditionals distribution

Theorem 4.1. Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right)$ have an exponential conditionals distribution of the form (7). If each of the coordinate random variables $X_{1}, X_{2}, . ., X_{d-1}$ has a one dimensional exponential distribution then $\boldsymbol{X}$ has a d-dimensional distribution with independent exponential marginals.
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#### Abstract

In clinical and epidemiological research, increasing importance has been given to the competing risk approach and this methodology has been referred as the rule rather than the exception in follow-up studies [1]. It is an extension of classical survival analysis. In the presence of competing risks, two types of analysis can be performed: modelling the cause-specific hazard and modelling the hazard of the subdistribution [5, 8]. The context of the research question is the main determinant for the choice of an appropriate statistical model. When the hazard of the subdistribution is analysed, the goal is to compare the probability of the event of interest and therefore can be translated into actual numbers of patients with this event. Comparing the cause-specific hazards gives an insight into the biological process $[7,8,9]$. In peritoneal dialysis programs, several endpoints can be observed: death, transfer to haemodialysis and renal transplantation. In our study, we were interested in modelling the time from the entrance in the peritoneal dialysis program until the occurrence of the event of interest, death, in the presence of competing risks (transfer to haemodialysis and renal transplantation). Regression models based on cause-specific hazard and hazard of the subdistribution were performed, considering time-independent covariates (gender, automatic peritoneal dialysis, first renal replacement therapy, reason for peritoneal dialysis), time-varying covariates (age and diabetes) and time-dependent covariates (peritonitis) and the estimates obtained by such models were examined and discussed.
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## 1 Introduction

In survival analysis, the problem of competing risks occurs when a patient may experience only one event of a set of $K$ possible events. Several definitions of competing risks can be considered. Gooley et al. [4] defined this concept as the situation where one type of event either precludes the occurrence of another event or fundamentally alters the probability of occurrence of this other event. When we are interested in evaluating a peritoneal dialysis program, we are in the presence of competing risk problem because patients can be experienced several events, such as death, transfer to haemodialysis or renal transplantation.
In the presence of competing risks, two main approaches associated with a two different hazard can be considered: testing the 'pure' effect by ignoring the competing risks (cause-specific hazard) and including the competing risks (cumulative incidence function or hazard of the subdistribution). Cause-specific hazard and cumulative incidence function are the most important quantities in competing risks problem. While the first quantity provides information about instantaneous failure rate from a particular event cumulative incidence

[^23]curve estimates the chance of ultimately experiencing that event [2]. These two approaches give different information about the effect of a covariate and depending on the clinical or medical research question, we may want to compare the cause-specific hazard or the cumulative incidence functions [9].
In this work, the objective is to perform and to discuss regression models based on cause-specific hazard and hazard of the subdistribution, considering time-independent (gender, Automatic Peritoneal Dialysis (APD), first renal replacement therapy, reason for peritoneal dialysis (PD), time-varying covariates (age and diabetes) and internal time-dependent covariates (peritonitis). The regression models were applied in all consecutive incident end-stage renal disease patients starting peritoneal dialysis between October 1985 and February 2013 in Peritoneal Dialysis Unit, Nephrology Department, CHP - Santo António Hospital, Porto, Portugal ( $\mathrm{n}=444$ ). Patient outcome was defined as the earliest event among: death, transfer to haemodialysis or renal transplantation. In the present study, the interest is the analysis of patient survival and, in this case, the event of interest was death and the competing risks were transfer to haemodialysis and renal transplantation. Patients without any of these outcomes were censored at the date of their last recorded visit or at the end of the study period (February 2013).

## 2 Regression modelling in competing risks setting

Two types of regression models were considered in this work, based on two types of hazard: cause-specific hazard (CSH) and cumulative incidence function (or hazard of the subdistribution (SH)). The CSH function is the principal estimable quantity in competing risks setting and is defined by the instantaneous risk of dying from a particular cause $k$ given that the subjects is still at risk (i.e. the subjects is still alive) at time $t$ :

$$
h_{k}(t)=\lim _{\Delta t \rightarrow 0} \frac{P(t \leq T<t+\Delta t, C=k \mid T \geq t)}{\Delta t}
$$

The unit of $h_{k}$ is number of events per person-time unit and there are as many CSH functions as there are types of events [10]. As the CSH definition conditions on $T \geq t$, the presence of other events affects the 'risk set' [10], that is, all patients with any event before time $t$ are removed from the risk set at that time point [7].
Cumulative incidence function describes the actual risk of experiencing the event of interest $k$ until time $t$ [7] it is defined as the cumulative probability of event $k$ having occurred in the presence of other competing events, i.e., is the probability that an event of type $i$ occurs at or before time $t$ :

$$
F_{k}(t)=P(\text { failure time } T \leq t, \text { cause }=k)=\int_{0}^{t} S(u) h_{k}(u) d u
$$

Cumulative incidence function of event k is defined as a function of both the probability of not having failed from some other event first, $S(u)$, up t time $t$ and the CSH for the event of interest at that time. Therefore, cumulative incidence estimator for an event of type $k$ depends not only on the number of individuals who have experienced this type of event but also on the number of individuals who have not experienced any other type of event [9]. A graphical display of the estimated cumulative incidence functions for all competing events is a key summary of the competing risks process (similar to the Kaplan-Meier curve in survival analysis) [7]. The hazard associated with the cumulative incidence function is the SH and can be interpreted as the instantaneous risk of dying from a particular cause $k$ given that no other events has occurred thus far (i.e. the subject is still alive at time $t$ ) $k$ [9] and it is defined as:

$$
\gamma_{k}(t)=\lim _{\Delta t \rightarrow 0} \frac{P(t \leq T<t+\Delta t, C=k \mid\{T \geq t \text { or }(T \leq t \text { and } C \neq k)\})}{\Delta t}
$$

The condition in the curled brackets expresses the fact that the event of interest did not happen until $t$, but it is possible that the observation for a subject has stopped because a competing event was observed [8]. To
analyse CSH, usual techniques for the time to event analysis can be employed, such as Cox proportional hazards model:

$$
h_{k}(t, x)=h_{k 0} e^{\sum_{i=1}^{K} \beta_{i} x_{i}}
$$

If there are $r$ events at the time points $t_{1}<t_{2}<\ldots<t_{r-1}<t_{r}$ and $R_{j}$ is the risk set at time $t_{j}$ then the partial likelihood to be maximized is:

$$
L(\beta)=\prod_{j=1}^{r}\left(\frac{\exp \left(\beta x_{j}\right)}{\sum_{i \in R_{j}} \exp \left(\beta x_{i}\right)}\right)
$$

and $R_{j}=\left\{i: t_{i} \geq t_{j}\right\}$ represent the risk set. The quantity $\exp (\beta)$ is called the CSH ratio (CSHR) and represents the increase of the CSH due to one unit increase of the covariate $x$. The cause $k$-specific hazard gives the rate of event k per time unit for individual who are still alive [1]. Regression modelling for estimating the association between the cumulative incidence function and covariates is complicated because these models have complex non-linear functional forms for the effect of the covariates on the cumulative incidence function [9]. The model proposed by Fine and Gray [3] is a direct approach assuming a proportional hazard form for the 'hazard rate' of the subdistribution function [10] and it is based on:

$$
\gamma_{k}(t, x)=\gamma_{k 0}(t) e^{\beta x}
$$

The partial likelihood was constructed as:

$$
\tilde{L}(\beta)=\prod_{j=1}^{r}\left(\frac{\exp \left(\beta x_{j}\right)}{\sum_{i \in \tilde{R}_{j}} \omega_{j i} \exp \left(\beta x_{i}\right)}\right)
$$

The differences in the partial likelihood defined for the hazard of the subdistribution comparing with the likelihood defined for the CSH are the inclusion of weights at the denominator and the risk set is defined differently. The observation for which the competing risk event is observed is in the risk set at all times ( $\tilde{R}=\left\{i: t_{i} \geq t_{j}\right.$ or $t_{i} \leq t_{j}$ and the subject had a competing risk event $\}$ ). The interpretation for $\exp (\beta)$ in this framework is similar: it represents the increase of the SH due to one unit increase of $x$ [8].
In competing risks setting, the covariates may affect the CSH and SH differently [1]. The results obtained in the SH model are influenced by the way the competing risks were distributed. If patients with a characteristic were more likely to have a competing risk, the event of interest could not be observed and therefore the effect of this covariate would be diminished [9]. In this work, we consider two types of covariates: timeindependent covariates and time-dependent covariates. A time-independent covariate is a variable whose value for a patient remains constant over time (e.g. gender, APD, first renal replacement therapy, reason for peritoneal dialysis). A time-dependent covariate is defined as any covariate whose value for a given subject may differ over time. Time-dependent covariates can be divided into several types and we consider only two different types of time-dependent covariates: defined and internal time-dependent covariates. Most defined time-dependent covariates, also called time-varying covariates, are of the form of the product of a time-independent variable multiplied by some function of time (e.g. diabetes and age). Internal timedependent covariates are covariates whose values may change over time and the reason for a change depends on "internal" characteristics or behaviour specific to the individual (e.g. peritonitis is a covariate which start with value $=0$ and may increase to 1 , if the patient experiences a peritonitis episode) [6].

## 3 Application

Survival analysis methods taking competing risks into account were performed for analysing patient survival. First, estimates of cumulative incidence function were calculated. Regression models taking competing risks
into account (Cox CSH model and Fine and Gray model based on SH model) were carried out to analyse the effect of covariates in the patient survival. Variable associated with the event of interest (death) at the $10 \%$ significance level on the basis of univariate models were introduced in the multivariable models. Diabetes and age were tested as time-varying covariates and peritonitis as internal time-dependent covariate. In the case of time-varying covariate, the covariate defined by the interaction between covariate and time (function identity) was only included if statistically significant.
All analyses were performed with R software using the packages coxph and cmprsk and significance level for multivariable models was set at 0.05 .

### 3.1 Results

The sample comprises 444 patients, $59.7 \%$ women ( $\mathrm{n}=265$ ) and the mean age was 48.1 years. Transfer to haemodialysis was the main reason for PD discontinuation, followed by renal transplantation ( $\mathrm{n}=119$, $26.8 \%$ ) and death ( $\mathrm{n}=101,22.7 \%$ ). At the end of the study period, $15.5 \%$ of the patients were still on PD. $59.2 \%$ were PD first (i.e. the first renal replacement therapy was PD), $23.4 \%$ had diabetes and $60.5 \%$ had started PD by option. Finally, $51.1 \%$ of patients have experienced at least one peritonitis episode.
Analyzing the cumulative incidence estimates for the event of interest, the probabilities of death by 1,3 and 5 years after starting PD were $0.065,0.17$ and 0.23 , respectively.
In the SH model, significant risk factors for death are: (1) age as time-independent covariate (SHR=1.05, 95\% CI 1.03-1.06); (2) first treatment (haemodialysis, considering peritoneal dialysis as reference category - $\mathrm{SHR}=1.66,95 \%$ CI 1.11-2.49); (3) reason for peritoneal dialysis (SHR=0.55, 95\% CI 0.37-0.81); (4) diabetes as time-independent covariate ( $\mathrm{SHR}=2.04,95 \%$ CI 1.36-3.06).
According to the results obtained in the univariable CSH model, the significant risk factors for death are: (1) APD (CSHR=0.63, $95 \%$ CI 0.52-0.78); (2) first treatment (haemodialysis, considering peritoneal dialysis as reference category - CSHR $=1.28$, $95 \%$ CI 1.02-1.62); (3) reason for peritoneal dialysis (CSHR=0.79, 95\% CI 0.64-0.97); (4) diabetes as time-independent covariate (CSHR=1.27, $95 \%$ CI 1.01-1.59); (5) peritonitis as time-dependent covariate (CSHR=1.56, $95 \%$ CI 1.01-2.44).
In multivariable SH model, the final model (adjusted for gender) includes as significant risk factors for death: (1) age as time-independent covariate ( $\mathrm{SHR}=1.05,95 \% \mathrm{CI}=1.03-1.06$ ); (2) diabetes as time-independent covariate ( $\mathrm{SHR}=2.04,95 \% \mathrm{CI}=1.34-3.11$ ) ; (3) reason for peritoneal dialysis ( $\mathrm{SHR}=0.62$, $95 \% \mathrm{CI}=0.42$ 0.93 ). Risk of death increased with age, and was also higher for diabetic patients and for patients included in the peritoneal program because of an access failure.
The final multivariable CSH model (adjusted for gender) found diabetes (time-independent covariate CSHR $=1.30$, $95 \%$ CI 1.03-1.66) and reason for peritoneal dialysis (CSHR $=0.77,95 \%$ CI $0.62-0.96$ ) as significant risk factor for death and, additionally, DPA (CSHR=0.64, 95\% CI 0.52-0.79).

## 4 Conclusion

In this work, we present two different approaches in the analysis of time-to-event data in the presence of competing risks and each method has different advantages. When we estimate the cumulative incidence function or its hazard (SH), the main advantages are: it is a direct approach; it compares the observed probabilities of events or the observed rates of events; it does not assume independence between the types of events. In the case of the comparison of the CSH, the advantages are: it gives insight into the biological mechanism; it is invariant to the size of the competing risks [9].
Different results were obtained according the type of hazard considered and the decision about the choice of the model depends on the research question. CSH may be more relevant when the disease aetiology is of interest, since it quantifies the event rate among the ones at risk of developing the event of interest. Cumulative incidences are easier to interpret and are more relevant for the purpose of prediction [1].
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#### Abstract

The Lorenz curve is one of the most investigated and also significant tool in the study of distribution and inequality of income. The main difficulty in finding a good analytical form is the lack of fitting on some intervals, especially in the tail of the function. Mixture parametric approach may overdue these problematical issues by introducing better constraints. In this paper, three new mixture Lorenz Curves are generated from initial Lorenz Curve families. In order to analyze the inequality in the income distribution, for the third proposed curve the Gini indexes are obtained.
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## 1 Introduction. Lorenz Curve

In 1905 was published in "Publications of the American Statistical Association" a short paper called "Methods of measuring the concentration of wealth". The article proposed a simple method, named later Lorenz Curve, for the view of distribution of income or wealth according to the inequality or concentration of the income gained. Max Otto Lorenz completed his doctoral study at the University of Wisconsin - Madison without any reference to this paper, his only publication in a scientific journal.
The term "Lorenz Curve" appears in the first statistical methods book from America. It was written by King (1912)[7] primarily for the use of sociologists, political or administration economists. After 1970 the papers of Atkinson (1970)[1] and Gastwirth (1971)[2] the interest on LC distribution increased.
Let $L$ be the class of all non-negative random variable with finite mean and let $X$ from $L$, with the probability distribution function $f(x)$. Then the distribution function $F(x)=\int_{0}^{x} f(y) d y$ will be the percent of units with the income less or equal to $x$. The values of $F(x)$ are between 0 and 1 . We assume there exists the mean of income, and has the form $\mu=\int_{0}^{\infty} f(x) d x$. Then the first order moment of $X$ will be $F_{1}(x)=$ $\mu^{-1} \int_{0}^{x} y f(y) d y$ and it represents the share of total income earned by a person with the income less or equal to $x$. The graphic representation on the unit square that has $F(x)$ on the abscissa and $F_{1}(x)$ on the ordinate represents the Lorenz Curve, where $x$ takes values from 0 to $\infty$.
Definition 1.1. - Gastwirth (1971)[2] - Let $X \in L$ with the density function $F(\cdot)$ and its inverse $F^{-1}(y)=$ $\inf \{x: F(x) \geq y\}$. The Lorenz curve $L(\cdot)$ is defined by

$$
\begin{equation*}
L(p)=\mu^{-1} \int_{0}^{p} F^{-1}(y) d y ; 0 \leq p \leq 1 \tag{1}
\end{equation*}
$$

In fact, the Lorenz curve is the correlation between the percentage of population and the percentage of income that they earn.
Kakwani (1980)[6] showed that the necessary properties of Lorenz Curve existence are:

[^24]A. $L(p)=0$, if $p=0$;
B. $L(p)=1$, if $p=1$;
C. $L^{\prime}\left(0^{+}\right) \geq 0$, for any $0 \leq p \leq 1$;
D. $L^{\prime \prime}(p) \geq 0$, for any $0 \leq p \leq 1$.

## 2 Parametric families of Lorenz Curves

Kakwani and Podder (1973[4], 1976[4]) proposed the first models to estimate parametric Lorenz curves. In 1973 they introduced the curve $L(p)=p^{\gamma} e^{-\eta(1-p)}$, for $0<p<1$ and $\eta>0 ; ; 1<\gamma<2$. Using the coordinate system proposed by Gini in 1932, of the form $\eta=\frac{u+v}{\sqrt{2}}$ and $\pi=\frac{u-v}{\sqrt{2}}$, where $0<u<1$, Kakwani and Podder gave another definition of the curve $v=L(u)$, characterized by $\eta=a \pi^{\alpha}(\sqrt{2}-\pi)^{\beta}$, with $a \geq 0,0 \leq \alpha \leq 1$ and $0<\beta \leq 1$.
Further, we propose three new models of parametric Lorenz Curves:

$$
\begin{gather*}
L_{1}(p ; \theta, \nu)=\frac{1}{\ln (p)} \frac{p^{\nu}-p^{\theta}}{\nu-\theta}, \nu>\theta  \tag{2}\\
L_{2}(p ; \theta, k, \nu)=\frac{1}{\ln (p)} \frac{p^{\nu}-p^{\theta}}{\nu-\theta}\left[1-(1-p)^{k}\right], \nu>\theta ; \theta \geq 0 ; ; 0<k \leq 1  \tag{3}\\
L_{3}(p ; \theta, \nu)=p e^{-\theta(2-p)} \frac{e^{\nu}-e^{\theta}}{\nu-\theta}, \nu>\theta ; \theta \geq 0 \tag{4}
\end{gather*}
$$

Particular cases:
After applying the limit on $\nu$, with $\nu \rightarrow \theta$ we get

$$
\begin{gather*}
\lim _{\nu \rightarrow \theta} L_{1}(p ; \theta, \nu)=p^{\theta}  \tag{5}\\
\lim _{\nu \rightarrow \theta} L_{2}(p ; \theta, \nu)=p^{\theta}\left[1-(1-p)^{k}\right]  \tag{6}\\
\lim _{\nu \rightarrow \theta} L_{3}(p ; \theta, \nu)=p e^{-\theta(1-p)} \tag{7}
\end{gather*}
$$

Theorem 2.1. Assume that $L_{1}(p ; \theta, \nu)$ is defined and continuous on $[0,1]$, with the second derivative $L "(\cdot)$. The function $L_{1}(\cdot)$ is a Lorenz Curve if and only if $L_{1}(0 ; \theta, \nu)=0, L^{\prime}{ }_{1}\left(0^{+} ; \theta, \nu\right) \geq 0, L_{1}(1 ; \theta, \nu)=$ $1, L^{\prime \prime}{ }_{1}(p ; \theta, \nu) \geq 0, p \in(0,1)$.
Proof:

$$
\begin{gathered}
\lim _{p \rightarrow 0} L_{1}(p ; \theta, \nu)=\frac{1}{\nu-\theta} \\
p>0 \\
\lim _{p \rightarrow 0}\left(\nu p^{\nu}-\theta p^{\theta}\right)=0 \\
p>0 \\
\lim _{p \rightarrow 1} L_{1}(p ; \theta, \nu)=\frac{1}{\nu-\theta} \\
p<1 \\
\lim _{p \rightarrow 1}\left(\nu p^{\nu}-\theta p^{\theta}\right)=1 \\
L_{1}^{\prime}\left(0^{+}\right)=\frac{1}{\nu-\theta} \lim _{\substack{ \\
p \rightarrow 0 \\
p>0}} \frac{\nu(\nu-1) p^{\nu-1} \ln p+p^{\nu-1}+(\theta-1) p^{\theta-1}}{\ln (p)}=\frac{\nu(\nu-1)^{2}}{2(\nu-\theta)}
\end{gathered}
$$

$$
\lim _{p \rightarrow 0} \frac{p^{-1}}{(1-\nu) p^{-\nu}}=0
$$

The most known way to measure inequality using Lorenz curves is the Gini index. It was introduced in the article "Variability and Mutability" (1912) by Corrado Gini (1884-1965), an famous Italian sociologist and demographer.
The Gini index is the ratio that has at the numerator (A) the area between egalitarian line and the Lorenz Curve and at the denominator $(\mathrm{A}+\mathrm{B})$ all the area under the first bisector: $G=\frac{A}{A+B}$. A small value of the Gini index indicates a smooth distribution of the income. In practice we won't get the value 0 that corresponds to equal incomes and 1 which means totally inequality among the income units.
A well known definition of the Gini index using Lorenz curve is $G=1-2 \int_{0}^{1} L(p) d p$. Using this formula we obtained the Gini indexes of the new parametric Lorenz Curves. We state here the index for $L_{3}$ :

$$
\begin{gathered}
G_{3}=1-2 \int_{0}^{1} L_{3}(p) d p \\
G_{3}=1-2 \frac{1-e^{\nu-\theta}}{\theta^{2}(\theta-\nu)}\left(\theta-1+e^{-\theta}\right)
\end{gathered}
$$

## 3 New Mixture Lorenz Curves

Mixture Lorenz curves are an important way to get a better data fit by constructing more complex models that combines a parametric Lorenz curve with known distribution function. The mixture method was introduced by Sarabia (2005)[8].
Let $L_{1}(p ; \theta, \nu)$ be a parametric Lorenz curve, with parameter vectors $\theta, \nu$. For example, $\theta$ can be a scalar parameter that represents an factor of the homogeneity of the population.
Let $\pi(\theta ; \alpha, \lambda)$ an absolute continuous probability density function, where $\alpha, \lambda$ are real parameters.
Theorem 2: The expression $\tilde{L}_{1}(p ; \nu ; \alpha, \lambda)=\int_{\Theta} L_{1}(p ; \theta, \nu) \pi(\theta ; \alpha, \lambda) d \theta$ defines a Lorenz curve, where $\pi(\theta ; \alpha, \lambda)=\frac{\lambda^{\alpha}}{\Gamma(\alpha)}(\theta-1)^{\alpha-1} e^{-\lambda(\theta-1)} I(\theta>1)$, for any $\alpha, \lambda>0$, and $\theta>1$.
Proof:

$$
\begin{aligned}
& \tilde{L}_{1}(p ; \nu ; \alpha, \lambda)=\int_{1}^{\infty} L_{1}(p ; \theta, \nu) \pi(\theta ; \alpha, \lambda) d \theta= \\
= & \frac{\lambda^{\alpha}}{\ln (p) \cdot \Gamma(\alpha)} \int_{1}^{\infty} \frac{p^{\nu}-p^{\theta}}{\nu-\theta}(\theta-1)^{\alpha-1} e^{-\lambda(\theta-1)} d \theta
\end{aligned}
$$

After a few steps and applying the change of variable $t=\theta-1$ we get:

$$
\tilde{L}_{1}(p ; \nu ; \alpha, \lambda)=\frac{\lambda^{\alpha} p(1-\nu)^{\alpha-2} e^{-\lambda+1}}{\ln (p)}\left[p E_{n}(-\nu \lambda-\nu \ln p)-E_{n}(-\lambda \nu)\right]
$$

Where $E_{n}$ is the exponential integral defined by $E_{n}=-\int_{-x}^{\infty} \frac{e^{-t} d t}{t}$.
The necessary conditions for the existence of Lorenz Curve $\tilde{L}_{1}$ will be:

$$
\begin{gathered}
\tilde{L}_{1}(0 ; \nu ; \alpha, \lambda)=0 ; \widetilde{L}^{\prime}{ }_{1}\left(0^{+} ; \nu ; \alpha, \lambda\right) \geq 0 \\
\tilde{L}_{1}(1 ; \nu ; \alpha, \lambda)=1 ;{\widetilde{L^{\prime \prime}}}_{1}(1 ; \nu ; \alpha, \lambda) \geq 0, p \in(0,1) .
\end{gathered}
$$

These can be proved as the proof of theorem 1.
Theorem 3: The expression $\tilde{L}_{2}(p ; \alpha, \lambda, k, \nu)=\int_{0}^{\infty} L_{2}(p ; \theta, k, \nu) \pi(\theta ; \alpha, \lambda) d \theta$ defines a lorenz Curve, where $\pi(\theta ; \alpha, \lambda)=\frac{\lambda^{\alpha}}{\Gamma(\alpha)} \theta^{\alpha-1} e^{-\lambda \theta} I(\theta>0)$, for any $\alpha, \lambda>0$.

Theorem 4: The expression $\tilde{L}_{3}(p ; \alpha, \lambda, \nu)=\int_{0}^{\infty} L_{3}(p ; \theta, \nu) \pi(\theta ; ; \alpha, \lambda) d \theta$ defines a lorenz Curve, where $\pi(\theta ; \alpha, \lambda)=\frac{\lambda^{\alpha}}{\Gamma(\alpha)} \theta^{\alpha-1} e^{-\lambda \theta} I(\theta>0)$, for any $\alpha, \lambda>0$.
Next we want to find the Gini index for the new Lorenz curve $\tilde{L}_{3}$. For this we will use Theorem 3 from Sarabia (2005)[8] that gives the following property:

$$
G\left(\tilde{L}_{3}\right)=E_{\pi}\left[G\left(L_{3}\right)\right]
$$

where $E_{\pi}$ is the mathematical expectation of $G\left(L_{3}\right)$ as defined in section 2 with respect to the probability density function $\pi(\theta)$. We get

$$
G_{\tilde{L}_{3}}(\lambda, \nu, \alpha)=\int_{0}^{\infty}\left[1-2 \frac{1-e^{\nu-\theta}}{\theta^{2}(\theta-\nu)}\left(\theta-1+e^{-\theta}\right)\right] \frac{\lambda^{\alpha}}{\Gamma(\alpha)} \theta^{\alpha-1} e^{-\lambda \theta} d \theta
$$

The final form of the Gini index is given by,

$$
G_{\tilde{L}_{3}}(\lambda, \nu, \alpha)=1-2 \lambda^{\alpha} e^{-\nu \lambda}(-\nu)^{\alpha-3} \frac{\Gamma(\alpha-2)}{\Gamma(\alpha)}[\Gamma(3-\alpha,-\nu \lambda)-\Gamma(3-\alpha, \nu(1+\lambda))]
$$

## 4 Conclusions

The importance of Lorenz Curves in economic and statistical analysis in the inequality of income and wealth motivates the desire to find new parametric families of Lorenz curves. Multitude of parametric models proposed in the literature is not an inconvenience, but an additional reason given by the mismatch of the empirical curves in totally on the data set of income. We conclude that mixture parametric approach gives a better fit by introducing tighter constraints. In this paper we defined three mixture Lorenz Curves which are generated from new initial Lorenz Curve families. In order to analyse the inequality in the income distribution, for the third proposed curve the Gini indexes are obtained. As a further research, by using appropriate statistical tools there can be made comparisons between the new mixture curves and classical ones proposed by Sarabia[8]. The parameter estimates of the models can be obtained by using non-linear last squares.

Acknowledgements: We would like to thank to our supervisor of this project, professor Vasile Preda for the valuable guidance and advice.

## Bibliography

[1] Atkinson, A.B. (1970). On the measurement of inequality, J. Economic Theory 2, 244-263
[2] Gastwirth, J. L., (1971). A General Definition of the Lorenz Curve, Econometrica, 39, 1037-1039.
[3] Kleiber, C. (2007). The Lorenz curve in economics and econometrics, WWZ Working paper.
[4] Kakwani, N. C.; Podder, N. (1973). On the estimation of Lorenz curves from grouped observations, International Economic Review, 14, 278-292.
[5] Kakwani, N. C.; Podder, N. (1976). Efficient estimation of the Lorenz curve and associated inequality measures from grouped observations, Econometrica, 44, 137-148.
[6] Kakwani, N. C. (1980). On a class of poverty measures, Ecomometrica, 48, 437-446
[7] King, W. I. (1912). The elements of statistical method, The Macmillan Co., 89, 156-158.
[8] Sarabia, J.M.; Castillo, E.; Pascual, M; Sarabia, M. (2005). Mixture Lorenz curves. Economics Letters, Elsevier, vol. 89(1).
[9] Wang, Z. X.; Ng, Y-K.; Smyth, R. (2007). Revisiting the ordered family of Lorenz curves. Discussion paper 19/07 Department of Economics Monash University.

# On oracle inequality for exponential weighting of ordered smoothers 

Chernousova, E. ${ }^{1}$, Golubev, Yu. ${ }^{2}$ and Krymova, E. ${ }^{* 3}$<br>${ }^{13}$ Moscow Institute of Physics and Technology (State University),<br>${ }^{23}$ Institute for Information Transmission Problems ,<br>${ }^{2}$ CNRS, Université de Provence,<br>${ }^{3}$ DATADVANCE


#### Abstract

This paper deals with recovering an unknown vector from noisy data with the help of special family of linear estimates, namely, a family of ordered smoothers. The estimators withing this family are aggregated using the exponential weighting method. Our goal is to derive oracle inequalities controlling the risk of the aggregated estimate. Based on probabilistic properties of the unbiased risk estimate, we show that for the exponential weighting we can get better remainder terms than that one in Kneip's oracle inequality [9].
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## 1 Introduction and main results

In this paper we focus on a simple sequence space model

$$
\begin{equation*}
Y_{i}=\mu_{i}+\sigma \xi_{i}, \quad i=1,2, \ldots, n \tag{1}
\end{equation*}
$$

where $\xi_{i}$ is a standard white Gaussian noise. For the sake of simplicity it is assumed that the noise level $\sigma>0$ is known.
The goal is to estimate an unknown vector $\mu \in \mathbb{R}^{n}$ based on the data $Y=\left(Y_{1}, \ldots, Y_{n}\right)^{\top}$. In this paper, $\mu$ is recovered with the help of linear estimates

$$
\begin{equation*}
\hat{\mu}_{i}^{h}(Y)=h_{i} Y_{i}, h \in \mathcal{H} \tag{2}
\end{equation*}
$$

where $\mathcal{H}$ is a finite set of vectors in $\mathbb{R}^{n}$ which will be described later on. In what follows, the risk of an estimate $\hat{\mu}(Y)=\left(\hat{\mu}_{1}(Y), \ldots, \hat{\mu}_{n}(Y)\right)^{\top}$ is measured by

$$
R(\hat{\mu}, \mu)=\mathbf{E}_{\mu}\|\hat{\mu}(Y)-\mu\|^{2}
$$

where $\mathbf{E}_{\mu}$ is the expectation with respect to the measure $\mathbf{P}_{\mu}$ generated by the observations from (1) and $\|\cdot\|,\langle\cdot, \cdot\rangle$ stand for the norm and the inner product in $\mathbb{R}^{n}$

$$
\|x\|^{2}=\sum_{i=1}^{n} x_{i}^{2}, \quad\langle x, y\rangle=\sum_{i=1}^{n} x_{i} y_{i}
$$

It is seen easily that the mean square risk of $\hat{\mu}^{h}(Y)$ is computed as follows

$$
R\left(\hat{\mu}^{h}, \mu\right)=\|(1-h) \mu\|^{2}+\sigma^{2}\|h\|^{2}
$$

[^25]This risk depends on $h \in \mathcal{H}$ and one can minimize it choosing properly $h \in \mathcal{H}$. Often the minimal risk

$$
r^{\mathcal{H}}(\mu)=\min _{h \in \mathcal{H}} R\left(\hat{\mu}^{h}, \mu\right)
$$

is called the oracle risk.
Obviously, one cannot make use of the oracle estimate

$$
\mu^{*}(Y)=h^{*} \cdot Y, \quad h^{*}=\arg \min _{h \in \mathcal{H}} R\left(\hat{\mu}^{h}, \mu\right)
$$

because it depends on the underlying vector. However, one could try to construct an estimator $\tilde{\mu}^{\mathcal{H}}(Y)$ based on the family of linear estimates $\hat{\mu}^{h}(Y), h \in \mathcal{H}$, with the risk mimicking the oracle risk. This idea means that the risk of $\tilde{\mu}^{\mathcal{H}}(Y)$ should be bounded by the so-called oracle inequality

$$
R\left(\tilde{\mu}^{\mathcal{H}}, \mu\right) \leq r^{\mathcal{H}}(\mu)+\tilde{\Delta}^{\mathcal{H}}(\mu)
$$

which holds uniformly in $\mu \in \mathbb{R}^{n}$. In general, such an estimator doesn't exist, but for certain statistical models it is possible to construct an estimator $\tilde{\mu}^{\mathcal{H}}(Y)$ (see, e.g., Theorem 1.1 below) such that:

- $\tilde{\Delta}^{\mathcal{H}}(\mu) \leq \tilde{C} r^{\mathcal{H}}(\mu)$ for all $\mu \in \mathbb{R}^{n}$, where $\tilde{C}>1$ is a constant.
- $\tilde{\Delta}^{\mathcal{H}}(\mu) \ll r^{\mathcal{H}}(\mu)$ for all $\mu$ : $r^{\mathcal{H}}(\mu) \gg \sigma^{2}$.

It is well-known that one can find such an estimator provided that $\mathcal{H}$ is not very rich (see, e.g., [2]). In particular this can be done for the so-called ordered smoothers [9]. This is why this paper deals with the set of ordered multipliers $\mathcal{H}$ defined as follows:

- $h_{i} \in[0,1], i=1, \ldots, n$ for all $h \in \mathcal{H}$,
- $h_{i+1} \leq h_{i}, i=1, \ldots, n$ for all $h \in \mathcal{H}$,
- if for some integer $k$ and some $h, g \in \mathcal{H}, h_{k}<g_{k}$, then $h_{i} \leq g_{i}$ for all $i=1, \ldots, n$.

The last condition means that vectors in $\mathcal{H}$ may be naturally ordered, since for any $h, g \in \mathcal{H}$ there are only two possibilities $h_{i} \leq g_{i}$ or $h_{i} \geq g_{i}$ for all $i=1, \ldots, n$. Notice that ordered smoothers are common in statistics (see, e.g., [9]). For example, smoothing splines, spectral regularization methods (see [15], [6]).
Nowadays, there are a lot of approaches aimed to construct an estimate mimicking the oracle risk. At the best of our knowledge, the principal idea in obtaining such estimates goes back to [1] and [11] and related to the method of the unbiased risk estimation [14]. The literature on this approach is so vast that it would be impractical to cite it here. We mention solely the following result by Kneip [9] since it plays an important role in our presentation. Denote by

$$
\begin{equation*}
\bar{r}\left(Y, \hat{\mu}^{h}\right) \stackrel{\text { def }}{=}\left\|Y-\hat{\mu}^{h}(Y)\right\|^{2}+2 \sigma^{2} \sum_{i=1}^{n} h_{i}-\sigma^{2} n \tag{3}
\end{equation*}
$$

the unbiased risk estimate of $\hat{\mu}^{h}(Y)$.
Theorem 1.1. Let

$$
\hat{h}=\arg \min _{h \in \mathcal{H}} \bar{r}\left(Y, \hat{\mu}^{h}\right)
$$

Then uniformly in $\mu \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\mathbf{E}_{\mu}\left\|\hat{\mu}^{\hat{h}}-\mu\right\|^{2} \leq r^{\mathcal{H}}(\mu)+K \sigma^{2} \sqrt{1+\frac{r^{\mathcal{H}}(\mu)}{\sigma^{2}}} \tag{4}
\end{equation*}
$$

where $K$ is a universal constant.

Another way to construct a good estimator based on the family $\hat{\mu}^{h}, h \in \mathcal{H}$ is to aggregate the estimates within this family using a held-out sample (see [12],[3]).
To overcome the well-know drawbacks of sample splitting one would like to construct estimators using the same observations and performing the aggregation. This can be done, for instance, with the help of the exponential weighting. The motivation of this method is related to the problem of functional aggregation, see [13]. It has been shown that this method yields rather good oracle inequalities for certain statistical models [10], [5], [13].
The exponential weighting estimate is defined as follows:

$$
\begin{equation*}
\bar{\mu}(Y)=\sum_{h \in \mathcal{H}} w^{h}(Y) \hat{\mu}^{h}(Y), \tag{5}
\end{equation*}
$$

where

$$
w^{h}(Y)=\pi^{h} \exp \left[-\frac{\bar{r}\left(Y, \hat{\mu}^{h}\right)}{2 \beta \sigma^{2}}\right] / \sum_{g \in \mathcal{H}} \pi^{g} \exp \left[-\frac{\bar{r}\left(Y, \hat{\mu}^{g}\right)}{2 \beta \sigma^{2}}\right], \beta>0
$$

and $\bar{r}\left(Y, \hat{\mu}^{h}\right)$ is the unbiased risk estimate of $\hat{\mu}^{h}(Y)$ defined by (3).
The main goal of this paper is to show that for the exponential weighting we can get oracle inequalities with smaller remainder terms than that one in Theorem 1.1, Equation (4).
In order to cover $\mathcal{H}$ with low and very hight cardinalities, we make use of the special prior weights defined as follows:

$$
\pi^{h} \stackrel{\text { def }}{=} 1-\exp \left\{-\frac{\left\|h^{+}\right\|_{1}-\|h\|_{1}}{\beta}\right\} .
$$

Here

$$
h^{+}=\min \{g \in \mathcal{H}: g>h\}
$$

$\pi^{h_{\max }}=1$, where $h^{\max }$ is the maximal multiplier in $\mathcal{H}$, and $\|\cdot\|_{1}$ stands for the $l_{1}$-norm in $\mathbb{R}^{n}$, i.e.,

$$
\|h\|_{1}=\sum_{i=1}^{n}\left|h_{i}\right|
$$

Along with these weights we will need also the following condition:
Condition 1. There exists a constant $K_{\circ} \in(0, \infty)$ such that

$$
\begin{equation*}
\|h\|^{2}-\|g\|^{2} \geq K_{\circ}\left(\|h\|_{1}-\|g\|_{1}\right) \tag{6}
\end{equation*}
$$

for all $h \geq g$ from $\mathcal{H}$.
The next theorem, yielding an upper bound for the mean square risk of $\bar{\mu}(Y)$ defined by (3.1), is the main result of this paper.

Theorem 1.2. Assume that $\mathcal{H}$ is a set of ordered multipliers, $\beta \geq 4$, and Conditions 1 holds. Then, uniformly in $\mu \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\mathbf{E}_{\mu}\|\bar{\mu}-\mu\|^{2} \leq r^{\mathcal{H}}(\mu)+2 \beta \sigma^{2} \log \left[C\left(1+\frac{r^{\mathcal{H}}(\mu)}{\sigma^{2}}\right)\right] . \tag{7}
\end{equation*}
$$

Here and in what follows $C=C\left(K_{\circ}, \beta\right)$ denotes strictly positive and bounded constants depending on $K_{\circ}, \beta$.

We begin a short discussion concerning this theorem. We finish this section with some remarks regarding this theorem.

Remark 1. The condition $\beta \geq 4$ may be improved when the ordered multipliers $h \in \mathcal{H}$ take only two values 0 and 1 . In this case it is sufficient to assume that $\beta \geq 2$ (see [8]).
Remark 2. Usually Condition 1 may be checked rather easily. For instance, for smoothing splines and equidistant design, the set of ordered multipliers is given by

$$
\mathcal{H}=\left\{h: h_{k}=\frac{1}{1+\alpha \lambda_{k}}, \alpha \in \mathbb{R}^{+}\right\}
$$

with $\lambda_{k} \asymp(\pi k)^{2 m}$ for large $k$ (see [4] for details). Heuristically, for small $\alpha$ and large $n$ we have

$$
\left\|h^{\alpha}\right\|^{2} \approx \pi^{-1} \alpha^{-1 /(2 m)} \int_{0}^{\infty} \frac{1}{\left[1+x^{2 m}\right]^{2}} d x
$$

and

$$
\left\|h^{\alpha}\right\|_{1} \approx \pi^{-1} \alpha^{-1 /(2 m)} \int_{0}^{\infty} \frac{1}{1+x^{2 m}} d x
$$

With these equations Condition 1 becomes obvious. A rigorous proof of (6) is based on a non-asymptotic version of these arguments. It is technical but unfortunately cumbersome and therefore, in order not to overload the paper, we omit it.

Remark 3. In contrast to Proposition 2 in [5], the remainder term in (7) does not depend neither on the cardinality of $\mathcal{H}$ nor $n$. It has the same structure as Kneip's oracle inequality in Theorem 1.1.
Remark 4. Comparing (7) with (4), we see that when $r^{\mathcal{H}}(\mu) / \sigma^{2} \approx 1$, then the remainder terms in (4) and (7) have the same order, namely, $\sigma^{2}$. However, when $r^{\mathcal{H}}(\mu) / \sigma^{2} \gg 1$, we get

$$
2 \beta \sigma^{2} \log \left[C\left(1+\frac{r^{\mathcal{H}}(\mu)}{\sigma^{2}}\right)\right] \ll K \sigma^{2} \sqrt{1+\frac{r^{\mathcal{H}}(\mu)}{\sigma^{2}}}
$$

thus showing that the upper bound for the remainder term in the oracle inequality related to the exponential weighting is better than the one in Theorem 1.1.
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#### Abstract

We propose a stochastic optimization method for constructing efficient designs of experiments under a broad class of linear constraints on the design weights. The linear constraints can represent restrictions on various types of "limits" associated with the experiment. To illustrate the method, we computed D- and A-optimal designs for estimating a set of treatment contrasts in the case of block size-two experiments with upper limits on the number of replications of each non-control treatment.


Keywords: stochastic optimization, design of experiments, linear constraints, block designs. AMS subject classifications: $62 \mathrm{~K} 05,62 \mathrm{~K} 10$.

## 1 Introduction

Consider an experiment consisting of $b$ trials with real-valued observations $Y_{1}, \ldots, Y_{b}$ satisfying the linear regression model

$$
\begin{equation*}
Y_{i}=\mathbf{f}^{\prime}\left(x_{i}\right) \tau+\varepsilon_{i}, i=1, \ldots, b . \tag{1}
\end{equation*}
$$

In this model, $\mathbf{f}\left(x_{1}\right), \ldots, \mathbf{f}\left(x_{b}\right) \in \mathbb{R}^{v}$ are known regression vectors, $\tau \in \mathbb{R}^{v}$ is a vector of unknown parameters, and $\varepsilon_{1}, \ldots, \varepsilon_{b}$ are independent identically distributed random errors with variance $\sigma^{2}<\infty$. The design points $x_{1}, \ldots, x_{b}$ are selected from a finite design space $\mathfrak{X}$.
Let the function $\xi: \mathfrak{X} \rightarrow\{0,1,2 \ldots\}$ be an exact experimental design, that is, $\xi(x)$ is the number of trials to be performed in the design point $x \in \mathfrak{X}$. The moment matrix for the design $\xi$ is given by

$$
\mathbf{M}(\xi)=\sum_{i=1}^{b} \xi\left(x_{i}\right) \mathbf{f}\left(x_{i}\right) \mathbf{f}^{\prime}\left(x_{i}\right) .
$$

The $v \times v$ positive semidefinite matrix $\mathbf{M}(\xi)$ captures the amount of the information about the vector $\tau$ of all unknown parameters. Therefore, the aim of optimal design of experiment is to select the design $\xi$ such that some aspect of the "size" of $\mathbf{M}(\xi)$ is maximized, depending on the aim of the experiment.
In many applications, the aim is to estimate a linear parameter system $\mathbf{A}^{\prime} \tau$, where $\mathbf{A}$ is a $v \times s$ matrix of a full rank $s \leq v$. It is well known that an unbiased linear estimator of $\mathbf{A}^{\prime} \tau$ exists if and only if

$$
\begin{equation*}
\mathcal{M}(\mathbf{A}) \subseteq \mathcal{M}(\mathbf{M}(\xi)), \tag{2}
\end{equation*}
$$

where $\mathcal{M}$ denotes the linear space generated by the columns of a matrix. We will call (2) estimability conditions. If the estimability conditions are satisfied, then the information about the linear parameter subsystem $\mathbf{A}^{\prime} \tau$ gained from the experiment can be represented by the information matrix

$$
\begin{equation*}
\left(\mathbf{A}^{\prime} \mathbf{M}^{-}(\xi) \mathbf{A}\right)^{-1} \tag{3}
\end{equation*}
$$

[^26]which is thoroughly justified in [8]. Note that if the estimability conditions are satisfied, then the information matrix (3) does not depend on the choice of the generalized inverse $\mathbf{M}^{-}(\xi)$.
To select the best experimental design $\xi$, we can use the following real-valued measures of the information matrix, known as the criteria of $D_{\mathbf{A}}$-optimality, and $A_{\mathbf{A}}$-optimality, respectively (see [8], cf. [1]):
\[

$$
\begin{gathered}
\Phi_{D}(\mathbf{M}(\xi))= \begin{cases}\operatorname{det}^{-1 / s}\left(\mathbf{A}^{\prime} \mathbf{M}^{-}(\xi) \mathbf{A}\right) & \text { if } \mathcal{M}(\mathbf{A}) \subseteq \mathcal{M}(\mathbf{M}(\xi)), \\
0 & \text { else, }\end{cases} \\
\Phi_{A}(\mathbf{M}(\xi))= \begin{cases}\left(\frac{1}{s} \operatorname{trace}\left(\mathbf{A}^{\prime} \mathbf{M}^{-}(\xi) \mathbf{A}\right)\right)^{-1} & \text { if } \mathcal{M}(\mathbf{A}) \subseteq \mathcal{M}(\mathbf{M}(\xi)), \\
0 & \text { else. }\end{cases}
\end{gathered}
$$
\]

The design $\xi^{*}$ is called $\Phi$-optimal (that is $D_{\mathbf{A}}$-optimal or $A_{\mathbf{A}}$-optimal, depending on the chosen criterion), if

$$
\xi^{*} \in \operatorname{argmax}_{\xi \in \Xi} \Phi(\mathbf{M}(\xi)),
$$

where $\Xi$ is the set of all designs satisfying required constraints. Note that if the errors are normally distributed, then the $D_{\mathbf{A}}$-optimal design minimizes the volume of the $s$-dimensional confidence ellipsoid for the linear parameter system $\mathbf{A}^{\prime} \tau$, and the $A_{\mathbf{A}}$-optimal design minimizes the sum of variances of the $s$ components of $\mathbf{A}^{\prime} \tau$, see, e.g., [7].
In this paper, we will consider the class of linear constraints of the form

$$
\begin{equation*}
\sum_{x \in \mathfrak{X}} c_{j}(x) \xi(x) \leq \gamma_{j} ; \quad j=1, \ldots, K \tag{4}
\end{equation*}
$$

We will assume that for any design point $x \in \mathfrak{X}$ we have $c_{j}(x) \geq 0$ for all $j \in\{1, \ldots, K\}$, and $c_{j}(x)>0$ for at least one $j \in\{1, \ldots, K\}$. We will also assume that $\gamma_{j}>0$ for all $j \in\{1, \ldots, K\}$. Note that the assumptions imply that the set $\Xi$ of designs satisfying restrictions (4) is non-empty and bounded.
The constraints (4) can be used, for instance, to set an upper limit on the total number of all trials, upper limits on the numbers of trials in individual design points, or an upper limit on the total cost of the experiment, provided that each trial is associated with a cost depending on the design point.

## 2 The stochastic optimization method

In general, computing a $\Phi$-optimal design of experiments is a difficult problem of discrete optimization, see, e.g., [5] for a brief recent review of possible computational approaches. For the purpose of computing $\Phi$-optimal designs under the constraints (4), we propose the following stochastic optimization method.
The computation begins with a permissible design $\zeta \in \Xi$. In the first phase, which we call saturation, the method adds trials to $\zeta$ by the greedy method, until it achieves a design $\xi$ that is "saturated", i.e., addition of any trial to $\xi$ would entail violation of some of the constraints (4). In the second phase, which we call subsaturation, the method removes a random number of trials from the design $\xi$ to obtain a new "sub-saturated" design $\zeta$. The phases of saturation and sub-saturation are alternately repeated $N$ times. At the end, the saturated design with the best value of the optimality criterion $\Phi$ is chosen to be the output of the method. The principle is illustrated in Figure 1.

## 3 Optimal block size-two designs for estimating a set of treatment contrasts

Consider the block experiment with $b$ blocks of size two and treatments labeled $1,2, \ldots, v$. Let the observations $Y_{1}, \ldots, Y_{b}$ correspond to the differences of the two responses within the same blocks. More formally,


Figure 1: Illustration of the stochastic optimization algorithm for constructing constrained optimal designs.
we will assume that the design space is

$$
\mathfrak{X}=\left\{\left(t_{1}, t_{2}\right): 1 \leq t_{1}<t_{2} \leq v\right\}
$$

and for each $\left(t_{1}, t_{2}\right) \in \mathfrak{X}$ the regressor $\mathbf{f}\left(t_{1}, t_{2}\right) \in \mathbb{R}^{v}$ is defined by $\mathbf{f}_{t_{1}}\left(t_{1}, t_{2}\right)=1, \mathbf{f}_{t_{2}}\left(t_{1}, t_{2}\right)=-1$ and $\mathbf{f}_{t}\left(t_{1}, t_{2}\right)=0$ for all $t \in\{1, \ldots, v\} \backslash\left\{t_{1}, t_{2}\right\}$. Then it is straightforward to show that the moment matrix of a design $\xi$ is

$$
\mathbf{M}(\xi)=\left(\begin{array}{ccccc}
r_{1} & -a_{12} & -a_{13} & \ldots & -a_{1 v}  \tag{5}\\
-a_{12} & r_{2} & -a_{23} & \ldots & -a_{2 v} \\
-a_{13} & -a_{23} & r_{3} & \ldots & -a_{3 v} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
-a_{1 v} & -a_{2 v} & -a_{3 v} & \ldots & r_{v}
\end{array}\right)
$$

In the previous expression $a_{t_{1} t_{2}}=\xi\left(t_{1}, t_{2}\right)$ for all $1 \leq t_{1}<t_{2} \leq v$, and

$$
r_{t}=\sum_{\left(t_{1}, t_{2}\right) \in \mathfrak{X}_{t}} \xi\left(t_{1}, t_{2}\right), t=1, \ldots, v
$$

where $\mathfrak{X}_{t}$ denotes the set of all design points $\left(t_{1}, t_{2}\right)$ such that either $t_{1}=t$ or $t_{2}=t$. Therefore, the moment matrix (5) is equal to the information matrix of a block design with $b$ blocks of size two, $r_{1}, \ldots, r_{v}$ replications of each treatment and $a_{t_{1} t_{2}}$ occurrences of the treatments $t_{1}$ and $t_{2}$ in the same block (see, e.g., [2] and [3]).
In addition to the standard constraint $\sum_{\left(t_{1}, t_{2}\right) \in \mathfrak{X}} \xi\left(t_{1}, t_{2}\right)=b$ on the size of the experiment, we will assume that $\sum_{\left(t_{1}, t_{2}\right) \in \mathfrak{X}_{t}} \xi\left(t_{1}, t_{2}\right) \leq r$ for some given $r \in \mathbb{N}$ and for all $t \in\{2, \ldots, v\}$. That is, we assume that 1 is a "control" treatment, and each of the "non-control" treatments $2, \ldots, v$ can be replicated at most $r$ times. Note that these constraints can be written in the form (4). Our aim will be to find the design that is optimal for estimating the set of $s=v-1$ contrasts $\tau_{1}-\tau_{2}, \ldots, \tau_{1}-\tau_{v}$. Formally, we will choose $\mathbf{A}=\left(\mathbf{1}_{v-1},-\mathbf{I}_{v-1}\right)^{\prime}$, where $\mathbf{1}_{v-1}=(1, \ldots, 1)^{\prime} \in \mathbb{R}^{v-1}$ and $\mathbf{I}_{v-1}$ is the identity matrix of type $(v-1) \times(v-1)$.

Every block design can be represented by a "concurrence" graph with vertices corresponding to treatments and edges corresponding to the blocks. That is, if $\xi$ is a design, then the set of the vertices of its concurrence graph is $\{1, \ldots, v\}$ and each couple $t_{1}, t_{2}$ of vertices is connected by $a_{t_{1} t_{2}}=\xi\left(t_{1}, t_{2}\right)$ edges (cf. [4], [6], [2] and [3]). It can be shown that the problem of $D_{\text {A-optimality }}$ for the block size-two model is equivalent to the problem of constructing a graph with $v$ vertices and $b$ possibly multiple undirected edges, maximizing the number of its spanning trees (see [4] and [6]). Similarly, for our choice of the matrix A, the problem of
$A_{\mathbf{A}}$-optimality is equivalent to the problem of constructing the graph with $v$ vertices and $b$ possibly multiple undirected edges, minimizing average electrical resistance between node 1 and all other nodes, if we assume that each edge has the electrical resistance of 1 ohm (cf. [2] and [3]).

Figure 2 shows the concurrence graphs of the resulting $D_{\mathbf{A}^{\text {-optimal }}}$ and $A_{\mathbf{A}^{-}}$-optimal designs of experiments for $v=6$ treatments, $b=5, \ldots, 10$ blocks and the upper limit $r=2$ on the number of replications of each non-control treatment. The designs were computed by the method explained in Section 2 with $N=500$ iterations. The values of the criteria of $D_{\mathbf{A}}$-optimality and $A_{\mathbf{A}}$-optimality for all involved optimal designs are given in Table 1.


Figure 2: The concurrence graphs of the $D_{\mathbf{A}}$-optimal and the $A_{\mathbf{A}}$-optimal designs for the models with $v=6$ treatments and $b=5, \ldots, 10$ blocks of size two. The empty circles denotes the control treatments and the solid discs denote the non-control treatments. The edges represent the pairing of the treatments into blocks. The upper limit on the number of replications of each non-control treatment is $r=2$. Note the for $b=5,8,9,10$ the $D_{\mathbf{A}}$-optimal and the $A_{\mathbf{A}}$-optimal designs coincide. For $b=6,7$ the edges of the concurrence graphs of the $D_{\text {A-optimal designs }}$ are denoted by the solid and dashed lines, and the edges of the concurrence graphs of the $A_{\mathbf{A}}$-optimal designs are denoted by the solid and dotted lines. Note that for $b=6,7$ the $A_{\text {A }}$-optimal designs perform more replications of the control treatment than the $D_{\text {A }}$-optimal designs.

|  | 5 | 6D | 6A | 7D | 7A | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi_{D}$ | 1.0000 | 1.4311 | 1.2457 | 1.6438 | 1.5518 | 1.7826 | 1.8882 | 2.0000 |
| $\Phi_{A}$ | 1.0000 | 0.8572 | 1.1538 | 1.3044 | 1.3636 | 1.5789 | 1.7647 | 2.0000 |

Table 1: The values of the criterion of $D_{\text {A-optimality (denoted by }} \Phi_{D}$ ) and the values of the criterion of $A_{\mathbf{A}}$-optimality (denoted by $\Phi_{A}$ ) for optimal designs illustrated in Figure 2, see the text for details. The labels $5,8,9$ and 10 denote the designs for $b=5,8,9,10$ that are optimal for both criteria. The labels 6D and 7D denote the $D_{\text {A }}$-optimal designs for $b=6$ and $b=7$, respectively. Similarly, 6A and 7A denote the $A_{\text {A }}$-optimal designs for $b=6$ and $b=7$, respectively.
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#### Abstract

Basic life insurance mathematics applies some simplifications, e.g., the assumption of constant interest rates during the period of insurance. Insurance companies in Slovakia usually follow these assumptions and they calculate the premium using the technical interest rate. According to Decree of the National Bank of Slovakia the maximum technical rate of interest shall be $2.5 \%$ p. a. From a practical point of view, insurance corporations invest collected premiums on behalf of policyholders in different types of assets (e.g., bonds, shares, deposits). However, their yields have stochastic character, because the situation in the financial and capital markets is continually changing. For insurance companies it is important to know what kind of risks and losses they will face, if premium is computed using technical interest rate, while return on investments is not guaranteed. The aim of this paper is to present an alternative method for pricing the present value of potential future insurance losses. We assume that the potential losses are derived from the stochastic behavior of interest rates and market yields.
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## 1 Introduction

Life insurance business is an important part of the insurance sector and the national economy. The primary function of life insurance is to provide protection, certainty as well as additional savings accumulation. We can say that a life insurance company is, strictly speaking, a "set" of assets and liabilities. On the one side, premium paid by policyholders is subsequently allocated to various assets (e. g., bonds, shares, options, etc.) and, on the other side, the insurance companies have an obligation to provide insurance benefits upon occurrence of an insurance event.
The main aim of the actuarial mathematics is to develop appropriate models which can be applied to calibration of insurance products. For life insurance corporations one of the most important challenges is to correctly and accurately appreciate future liabilities (obligations). In this paper, we deal primarily with the examination of models by which the life insurance company is able to estimate the present value of their future expenses. We focus on the modeling of market interest rates, and thereby on estimation of potential future value of investments of a life insurance company.
The scheme of the paper is as follows: Section 2 describes the basic model of life insurance and methods of calculating the net single premium in case of different insurance types. Section 3 contains some important terms and definitions from the theory of stochastic processes, which are used to model stochastic interest rates. In Section 4, two different approaches of calculating the actuarial present value are compared.

[^27]
## 2 Basic model of life insurance

The basic model of life insurance applies some special notations and assumptions (see [1] or [5]), we will introduce only the most relevant ones. Let us consider a person of age $x$ (a person aged $x$ years, also called a life aged $x$ ). The probability that this person dies within the next year is denoted by the symbol $q_{x}$. The probability of complementary event, i. e., that the person of age $x$ will survive to age $(x+1)$, is defined by the formula $p_{x}=1-q_{x}$. In actuarial life tables, there are generally given these one-year probabilities of death $q_{x}, \forall x \in\{0,1,2, \ldots\}$. More generally, ${ }_{k} p_{x}$ denotes the probability that the person of age $x$ will survive at least $k$ years and is defined by

$$
{ }_{k} p_{x}=p_{x} p_{x+1} \ldots p_{x+k-1}=\prod_{h=0}^{k-1} p_{x+h}, \quad k=1,2,3, \ldots
$$

Similarly, ${ }_{k} q_{x}$ is the probability that person dies within the coming $k$ years. It can be expressed in the form

$$
{ }_{k} q_{x}={ }_{0} p_{x} q_{x}+{ }_{1} p_{x} q_{x+1} \cdots{ }_{k-1} p_{x} q_{x+k-1}=\sum_{h=0}^{k-1}{ }_{h} p_{x} q_{x+h}, \quad \text { for } k=1,2,3, \ldots,
$$

where ${ }_{0} p_{x} \equiv 1$ and ${ }_{1} p_{x} \triangleq p_{x}$.

### 2.1 Elementary insurance types

Life insurance is a contract between an insurance policy holder (insured) and an insurer, where the insured pays a premium and the insurer promises to pay a designated sum of money, the sum insured. The time and amount of sum insured may be random variables because of the stochastic character of the insured's future lifetime. One of the most important tasks of actuarial mathematics is to calculate the expected present value (EPV) of this payment. According to the principle of equivalence, the expected present value of the sum insured is equal to the net single premium. The EPV is in basic model calculated by discounting future cash payments by the technical interest rate, which is usually an effective annual rate of interest. Let us denote by $\iota$ the technical interest rate and by $\nu=(1+\iota)^{-1}$ the discount factor. The force of interest, denoted by $\delta$, characterizes continuous compounding. The formula to convert between $\iota$ and $\delta$ is $\delta=\log (1+\iota)$.
More generally, for all $t \in \Upsilon$ we get following analogues

$$
\begin{equation*}
(1+\iota)^{t}=\mathrm{e}^{\delta t}, \quad \nu^{t}=\mathrm{e}^{-\delta t} \tag{1}
\end{equation*}
$$

where $\Upsilon$ is a given set.
A pure endowment of duration $n$ years provides for payment of 1 unit at the end of the $n$-th year only if the insured survives until the age $(x+n)$. The net single premium is given by

$$
\begin{equation*}
A_{x: \bar{n} \mid}^{1}=\nu_{n}^{n} p_{x}=\mathrm{e}^{-\delta n}{ }_{n} p_{x} \tag{2}
\end{equation*}
$$

An $n$-year term insurance pays 1 unit at the end of the year of policyholder's death if he or she dies within the $n$-year period. The formula for the net single premium is

$$
\begin{equation*}
A_{x: \bar{n} \mid}^{1}=\sum_{k=0}^{n-1} \nu_{k+1}^{k} p_{x} q_{x+k}=\sum_{k=0}^{n-1} \mathrm{e}^{-\delta(k+1)}{ }_{k} p_{x} q_{x+k} \tag{3}
\end{equation*}
$$

An endowment of duration $n$ years pays 1 unit either at end of the year of death of the insured or at the end of the $n$-th year if the insured survives until that time. The net single premium is denoted by $A_{x: \bar{n}}$ and given by

$$
\begin{align*}
& A_{x: \bar{n} \mid}=\nu q_{x}+\nu^{2} p_{x} q_{x+1}+\cdots+\nu^{n}{ }_{n-1} p_{x} q_{x+n-1}+\nu^{n}{ }_{n} p_{x}, \\
& A_{x: \bar{n} \mid}=A_{x: \bar{n} \mid}^{1}+A_{x: \bar{n} \mid} . \tag{4}
\end{align*}
$$

## 3 Stochastic processes and time series

In this section we will introduce a stochastic model of force of interest applicable to pricing insurance products and to estimate present value of future payments. Let us consider the force of interest $\delta(t)$ which changes in time and has stochastic character. This function $\delta(t)$ and the stochastic actuarial present value have been studied in several papers (e. g., [4]). We was dealing with a methodology based on ARIMA time series which can be used to model the stochastic interest rates.
Definition 1. (see [2]) Let us denote by $\mathbb{Z}$ the set of all integers. A discrete-time stochastic process (time series) $\mathbb{Y}=\{Y(t), t \in \mathbb{Z}\}$ is called white noise if $\mathbb{Y}$ is a sequence of uncorrelated random variables with mean 0 and variance $\sigma^{2}$, where $\sigma>0$.
The autoregressive moving average time series of orders $p$ and $q$ is denoted by $A R M A(p, q)$ and defined by

$$
X(t)=\sum_{k=1}^{p} \alpha_{k} X(t-k)+\sum_{m=0}^{q} \beta_{m} Y(t-m) \quad \text { for } t \in \mathbb{Z}
$$

where $p>0, q \geq 0, \alpha_{1}, \ldots, \alpha_{p}, \beta_{1}, \ldots, \beta_{q}$ are real parameters and $\beta_{0}=1$.
Definition 2. Consider a time series $\mathbb{X}=\{X(t), t \in \mathbb{Z}\}$. The first order difference process is denoted by $\nabla X(t)$ and defined by

$$
\nabla X(t)=X(t)-X(t-1) \quad \text { for } t \in \mathbb{Z}
$$

Analogously, the difference process of order $d$ can be defined as

$$
\nabla^{d} X(t)=\underbrace{\nabla(\nabla(\ldots(\nabla}_{d-\text { times }} X)))(t) \quad \text { for } t \in \mathbb{Z}
$$

## Definition 3.

A discrete-time process $\mathbb{X}=\{X(t), t \in \mathbb{Z}\}$ is called the autoregressive integrated moving average time series, denoted by $A R I M A(p, d, q)$, if $\nabla^{d} X(t)$ is an $A R M A(p, q)$ time series.

## 4 Practical application

As we mentioned in Section 2, pricing of life insurance products is generally made on the basis of technical interest rate $\iota$. In this part we compare actuarial present value of a term insurance calculated by using the basic model and expected present value of future expenses computed with regard to the assumption of stochastic character of investment interest rates. Interest rates in the second approach are assumed to follow an $A R I M A$ time series.
Suppose that a person aged 60 has purchased a three-year term insurance for 5,000 units. The benefit is payable at the end of the year of policyholder's death. The insurance company invests collected premium in assets with maturity of one year. If the person does not die, the insurer reinvests the accumulated premium back into the one-year assets. Probabilities of death are (see [7]): $q_{60}=0.012353 ; q_{61}=0.013612$, $q_{62}=0.014531$. Firstly, we calculate the net single premium for this policy and then we estimate the present value of future payment under the assumption of stochastic development of interest rates.
Calculation of insurance premium
Technical rate of interest $\iota=0.025 \mathrm{p}$. a. converted to force of interest is $\delta_{\iota}=\log (1+\iota)=0.02469261 \mathrm{p} . \mathrm{a}$. By applying probabilities of death and formula (3) we should obtain the net single premium $A_{60: 31}^{1}=189.97$ units.

## Simulation study

Let us consider that force of interest is assumed to obey an ARIM A time series. Euribor 12M interest rates
from January 3, 2011 to April 26, 2013 (see [3]) served as reference data for the calibration of parameters of $A R I M A$ model. To calibrate the coefficients of $A R I M A$ model we applied the package forecast and the procedure auto.arima() in $\mathcal{R}$. Using the Akaike Information Criterion (AIC) the output of procedure was as follows:

```
# Series: euribor
# ARIMA (2,2,2)
#
# Coefficients:
# #rrrrr
# s.e. 0.3105 0.0427 0.3102 0.2963
#
# sigma^2 estimated as 1.153e-08: log likelihood=4576.9
# AIC=-9143.81 AICC=-9143.7 BIC=-9121.88
```

EURIBOR_12M (Jan. 3, 2011 - Apr. 26, 2013) and ARIMA(2,2,2) fit


To calculate the present value of future payments related to the 3-year term insurance, we performed a simulation study which was carried out using the statistical software $\mathcal{R}$ [6]. We chose the following parameters: number of simulations $N=5000$, starting value of the interest rate $\delta_{0}=\log (1+0.00515)$ p. a. ( $r_{0}=0.00515$ is the EURIBOR 12M interest rate from Apr. 26, 2013), length of the working year $y=257$ days. We realized daily simulations for the full three year horizon, but technically were used only interest rates on the beginning of each year. Let us denote $\widetilde{A}_{60: 31}^{1}$ the present value of future payments related to the abovementioned three-year term insurance. The mean of simulations was $\mathrm{E}\left[\widetilde{A}_{60: 3}^{1}\right]=198.10$ units, while the simulated $95 \%$ confidence interval (CI) for $\widetilde{A}_{60: 30}^{1}$ was (182.68, 215.51).
To make it fair and comparable with classical approach, we changed the starting value of simulations to $\delta_{0}=\log (1+\iota)=\log (1+0.025)$ p. a. and carried out an additional simulation. The result was $\mathrm{E}\left[\widetilde{A}_{60: 3}^{1}\right]=$ 190.40 units with $95 \% \mathrm{CI}(176.23,205.85)$.

## 5 Conclusions

The stochastic approach in previous example has shown that the basic net single premium wouldn't be enough to cover the expenses related to the chosen life insurance product. The different results are due to the more pessimistic prognosis for interest rates in $A R I M A$-model (in case of first simulation). From properties of ARIMA-process it follows that the simulated interest may take negative values. Another disadvantage of the stochastic approach is that the final result is a little inaccurate (confidence interval for the present value of future payments is too wide). Finally, it was shown that between two methods are only small differences, if the initial value of simulation was equal to the technical interest rate. Nevertheless, the stochastic approach may be useful for insurance companies, for example in finding an appropriate hedging strategy or in calculating the solvency capital requirement.
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#### Abstract

The environmental protection has become one of the main political priorities of the United Nations and the European Union. The environment is one of the areas where measurement of performance and efficiency is particularly difficult specially owing to lack of information and absence of traceability of actual effects on the environment. For this reason, environment requires its own approach that will properly evaluate environmental data and use them when planning the budget. Performance budgeting promises such solution as this approach investigates the linkage between spent public resources and planned public policy objectives. Realization of these objectives is measured through a set of indicators, attributed to each objective. The purpose of the paper is to present a brief theoretical and methodological framework of performance budgeting in the field of environmental policy and set a proper model for studying the linkage between environmental taxes, environmental expenditures and environmental impacts that are all interrelated. These will be estimated by a specifically tailored statistical model and tested in the case of the EU Member States.
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## 1 Introduction

The current global financial and economic crisis is revealing the importance of the question of the effectiveness and efficiency of the public sector. Measuring performance in general applies to systematic efforts to assess government activity and enhance accountability for progress and outcomes in achieving results [6]. Especially among the OECD countries there is a trend for greater orientation toward effects in public sector management [3] as a consequence of international organizations' recommendations [15].
Environmental protection and pollution is becoming increasingly important issue of every society. The occurrence of negative environmental externalities that affect the society as a whole, reflect the growing public concern and need for effective control of environmental pollution [4, 10]. The article discusses an issue of effectiveness and efficiency of the public sector, namely the concept of performance budgeting in an environmental perspective. This concept helps us to ascertain the connection between allocated public funds and goals of specific policies we want to achieve by these means. Attainment of these goals is measured through a set of indicators attributed to individual goals. The purpose of the article is to present a brief theoretical and methodological framework of performance budgeting in the field of environmental policy and set a proper model for studying the linkage between interrelated groups, i.e. environmental taxes, environmental expenditures and environmental impacts.

[^28]
## 2 A brief literature review

Authors $[18,8,16,14,9]$ agree there is no one single definition of performance budgeting. However, the review of the literature suggests what it means commonly. Experts on public budgeting agree that performance budgeting presents a promising tool for improving governance and accountability of public finance expenditures. Performance budgeting denotes the allocation of funds to achieve programmatic goals and objectives as well as some indications or measurements of work, efficiency, and/or effectiveness. In other words, the budget concept links the findings of performance measurement to budget allocations and investigates connection between spent public resources and planned public policy objectives [18, 14, 9].
Although no standard definition of performance budgeting exists Carter [5] states that it is a way to allocate resources to achieve specific objectives based on program goals and measured results. It differs from traditional approaches because it focuses on spending results rather than the money spent-on what the money buys rather than the amount that is made available.
Joyce [8] defined two utilitarian aims that performance budgeting wishes to fulfil, i.e. to improve decisionmaking and ameliorate service delivery. In fact, public budgeting is about making choices. To make better choices, decision-makers need qualitative and complete information and data. Performance budgeting is able to provide these through its various components or devices; e.g., the setting of goals and objectives, the prioritizing of these ends, and the measuring of performance levels (via the indices of efficiency and effectiveness) [18].
When defining suitable theoretical and methodological framework for researching connections between interconnected groups, i.e. environmental taxes, expenditures and impacts, it is important to include all three groups into the model. Performance budgeting model is accomplished only when all groups are taken under consideration.

## 3 Methodology framework for assessing efficiency and effectiveness of environmental policy

The usual reason for the failure of theoretical framework's concretization to measure the effectiveness and efficiency in the public sector is a lack of focus on defining goals needed to be achieved by public administration and indicators that measure achieved goals. The environment is such a case since measuring effectiveness and efficiency and allocation of resources can be very difficult because of lack of quality information, different goals between countries and difficult traceability of actual impact on the environment [16]. Therefore, when establishing performance budgeting the most important thing is good definition of the most important indicators and their target values, since in most cases indicators can be used as a basis for international comparison of comprehensive long-term social trends [1, 13].
In order to properly verify linkage between taxes, expenditures and impacts adequate simultaneous equations models (SEMs) [7, 17] will be used to evaluate effects of environmental taxes collected, environmental expenditures spent to achieve the environmental impacts, and effects of environmental impacts on environmental taxes collected after a certain period of time. According to Gujarati [7] SEMs are models where the interaction between all variables is taken into account that means multiple regression equations are estimated, one for each interdependent variable (taxes, expenditures, impacts).
Available environmental data for the European Union are combined in panels of time series from different cross-sectional units, i.e. using environmental indicators for taxes, expenditures and impacts. We will construct appropriate composite variables (composite indicators), apply different multivariate methods, e.g. factor analysis of each group of indicators taxes, expenditures and impacts, determine the time lags between three groups based on strong theory foundation and computation of correlations between the time series with lags. The OLS estimators and sensitivity tests will be used to evaluate regression functions.

We elaborate a performance budgeting model (Figure 1) and try to determine whether environmental expenditures and environmental impacts may be explained with environmental taxes. Finally, the validity of the proposed model on the basis of properly selected data will be verified.


Figure 1: Performance budgeting model
The performance budgeting model is accomplished by connecting environmental taxes, environmental expenditures and environmental impact, and setting up a feedback loop between these three groups. In addition, we need to take into account the influence of environmental impact on environmental taxes after a certain period of time. Higher expenditures in one period influent environmental impacts which may affect the reduction of environmental taxes in the later period. Polluters begin to behave in an environmentally friendly manner that reduces the tax base. This presents a feedback loop in the model that should provide an additional test of the theoretical framework. Moreover, we will consider individual effects of time lags and proper steps in dealing with econometric environmental models. Environmental model will be tested for three different environmental domains, namely:

- protection of ambient air and climate
- wastewater management
- waste management.

Furthermore, we present a set of environmental indicators, among others: environmental taxes and expenditures (Table 1), included in the proposed model that will evaluate influence of spent environmental taxes on achieving environmental impacts and the connection between the taxes, expenditures and impacts in the field of environment in general. Disposable environmental data for the European Union are available for all above-mentioned components, i.e. environmental taxes, environmental expenditures and environmental impacts. Data for selected indicators are attainable from international statistical database, i.e. the World Bank, the OECD, the UN, the European Commission (European Directorate for Taxation and Customs) and the Eurostat.
Apart from above-mentioned three groups a set of the control variables, e.g. growth rate of GDP, total investment over lagged GDP, lagged share of expenditures on public goods (as $\%$ of total government exp), proposed by several authors [11, 12, 2] will be used to inspect above-mentioned connections in our model.

| Total environmental taxes <br> (main subgroups) | Environmental protection expenditure <br> (main subgroups) |
| :---: | :---: |
| Energy taxes | Total investments |
| Pollution taxes | Pollution treatment investments |
| Resource taxes | Pollution prevention investments |
| Transport taxes | Total current expenditure |
|  | In-house current expenditure <br> Fees and purchases <br> Receipts from by-products <br> Subsidies/transfers |
|  | Revenues from sales of environmental services |
|  |  |

Table 1: Environmental taxes and expenditures

## 4 Discussion

The short paper proposes a statistical performance budgeting model to be used in the field of the environment. Presented model contains all three key groups, i.e. environmental taxes, environmental expenditures and environmental impacts. Performance budgeting in the environmental perspective is realized only after all three groups are taken into consideration. In this way the model presents an upgrade to existing methodologies. Further, it includes a feedback loop between all above-mentioned groups by taking into account the effect of the environmental impact on collected environmental taxes after a certain period of time. By including such a relatively large number of environmental indicators in the model, this will substantiate the connection between environmental taxes, environmental expenditures and impacts on the environment.
The methodology devoloped here could be used in other similar research fields, e.g. macroeconomics and administration, and will help to develop other scientific fileds as well. The intertwine of statistics and social sciences will contribute to new knowledge and interdisciplinary developments in the field of public finance.
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#### Abstract

Our aim was to examine upper and lower bounds for some reliability functions for independent but not identically distributed random variables. This problem was studied by different authors when the random variables are independent and identically distributed (see [3, 4, 7], among others). In the article and in the presentation a short overview on the wide field of stochastic orderings is given, showing some results given by Torrado and Lillo [8] and also some of the current research the author is doing in moment. Some applications to multiple-outlier models will be briefly discussed. Multiple-outliers models are interesting due to applications in the study of the robustness of different estimators of parameters of a wide range of distributions, see e.g. Balakrishnan [1].
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## 1 Introduction

Models of ordered random variables are widely used in statistical modelling and inference. In this section we review some models of ordered random variables, such as order statistics and spacings.
If the random variables $X_{1}, \ldots, X_{n}$ are arranged in ascending order of magnitude, then the $i$ 'th smallest of $X_{i}$ 's is denoted by $X_{i: n}$. The ordered quantities

$$
\begin{equation*}
X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}, \tag{1}
\end{equation*}
$$

are called order statistics (OS), and $X_{i: n}$ is the $i$ 'th order statistic. These random variables are of great interest in many areas of statistics, specifically, there is a very interesting application of OS's in reliability theory. The $(n-k+1)$ 'th OS in a sample of size $n$ represents the life length of a $k$-out-of- $n$ system which is an important technical structure. It consists of $n$ components of the same kind with independent and identically distributed life lengths. All $n$ components start working simultaneously, and the system works, if at least $k$ components function; i.e. the system fails, if $(n-k+1)$ or more components fail.
Another interesting random variables, which correspond to times elapsed between successive failures in the reliability context, are simple spacings. The $i$ 'th simple spacing is defined as

$$
D_{i: n}=X_{i: n}-X_{i-1: n} .
$$

A lot of work has been done in the literature on stochastic comparisons of order statistics and spacings, see [5] for a recent review.
In the conventional modelling of these structures, the component lifetimes are supposed to be independent and identically distributed random variables. However, in many practical situations, like in reliability theory, the observations are not necessarily iid. For example, in software reliability, failure times of a software

[^29]program are modeled as order statistics of independent nonidentically distributed (i.ni.d) exponential random variables. According to Miller [6], these models are called EOS. It is well known that OS from heterogeneous exponential random variables are ordered with respect to various magnitude orderings, such as the hazard rate ordering. Thus, a natural question to ask is whether the spacings from exponential random variables with different scale parameters are also ordered according to some stochastic orderings, for instance with respect the hazard rate ordering. In Figure 1, we show two examples on this, when $\lambda_{i}=a b^{i}, a>0$, $0<b<1$ and when $\lambda_{i}=a i^{-b}, a>0,1<b<\infty$, which are case 3 (geometric rates) and case 4 (power rates) in Miller [6], respectively.


Figure 1: Hazard rate function of spacings for two EOS software reliability models
Specifically, Figure 1(a) and Figure 1(b) present the hazard rate function, $h_{i: 3}(t)$, of normalized spacings from three heterogeneous exponential random variables having hazard rate $\lambda_{i}=a b^{i}, a=3, b=0.4$ and $\lambda_{i}=a i^{-b}, a=3, b=1.1$, respectively. As seen from these figures, the normalized spacings are ordered according to the hazard rate ordering in both cases.
The objective of this work is first to discuss some recent results on stochastic comparisons between simple spacings of heterogeneous samples and present some extensions. Specifically, we study stochastic orderings among spacings in the two sample problem, and also, show some applications to multiple-outlier models.
The article is organized as follows. In Section 2, we introduce some useful definitions which will be used in the following sections. We investigate, in Section 3.1, the likelihood ratio ordering of spacings of a sample from heterogeneous exponential random variables. Finally, we briefly discuss some applications to multiple-outlier models in Section 4.

## 2 Definitions of magnitude orders

In this section, we give briefly a review of stochastic orders related to the magnitude of random variables. Throughout, we shall use increasing to mean non-decreasing and decreasing to mean non-increasing.

Definition 2.1. Let $X$ and $Y$ be univariate random variables with cumulative distribution functions (cdf's) $F$ and $G$, respectively. We say that $X$ is smaller than $Y$ in the usual stochastic order if $\bar{F}(t) \leq \bar{G}(t)$, for all $t$ and in this case, we write $X \leq_{s t} Y$.

Recall that the hazard rate function is a measure of the tendency to fail and it is also known as the instantaneous failure rate. The hazard rate function, $h_{X}$, of a random variable $X$ at $t$ is defined on the support of the distribution by

$$
h_{X}(t)=\lim _{\Delta t \rightarrow 0} \frac{P(t<X \leq t+\Delta t \mid X>t)}{\Delta t}
$$

Definition 2.2. Let $h_{Y}$ be the hazard rate function of another random variable $Y$. We say that $X$ is said to be smaller than $Y$ in the hazard rate order, denoted by $X \leq_{h r} Y$, if $h_{X}(t) \geq h_{Y}(t)$, for all $t$, or if $\bar{G}(t) / \bar{F}(t)$ is increasing in $t$ for which the ratio is well defined.

Recall that the reversed hazard rate function $r_{X}$ of a random variable $X$, at the point $t$ is defined as

$$
r_{X}(t)=\lim _{\Delta t \rightarrow 0} \frac{P(t-\Delta t \leq X<t \mid X<t)}{\Delta t}
$$

Definition 2.3. Let $r_{Y}$ be the reversed hazard rate function of another random variable $Y$. We say that $X$ is smaller than $Y$ in the reversed hazard rate order if $G(t) / F(t)$ is increasing in $t$ for which the ratio is well defined, or if $r_{X}(t) \leq r_{Y}(t)$, for all $t$, denoted by $X \leq_{r h} Y$.

Recall that the Glaser's function $\eta_{X}$ of a random variable $X$ (see [2]), at the point $t$ is defined as

$$
\eta_{X}(t)=-\frac{f^{\prime}(t)}{f(t)}=-(\log f(t))^{\prime}
$$

where $f$ is the density function of $X$.
Definition 2.4. Let $\eta_{Y}$ be the Glaser's function of another random variable $Y$. We say that $X$ is smaller than $Y$ in the likelihood ratio order if $\eta_{X}(t) \geq \eta_{Y}(t)$ for all $t$, denoted by $X \leq_{l r} Y$.

The relationships among the four first orders are illustrated in the following diagram.

$$
\begin{array}{ccc}
X \underset{l r}{ } Y & \Rightarrow & X \leq_{h r} Y \\
\Downarrow \\
X \leq_{r h} Y & \Rightarrow & X \leq_{s t} Y
\end{array}
$$

## 3 Upper and lower bounds

In this section, we study conditions under which simple spacings are ordered in the likelihood ratio ordering. Here we consider a sequence of i.ni.d. random variables, $X_{1}, \ldots, X_{n}$, a set of independent exponential random variables with $X_{i}$ having hazard rate $\lambda_{i}$, for $i=1, \ldots, n$ and another set of independent and identically distributed exponential random variables with a common hazard rate.

### 3.1 Lower bounds

In the following result, we provide a lower bound for the Glaser's function of spacings $D_{1: n}, D_{2: n}, \ldots, D_{n: n}$ from the sequence of i.ni.d. random variables $X_{1}, \ldots, X_{n}$.

Theorem 3.1. (see [8]) Let $X_{1}, \ldots, X_{n}$ be independent exponential random variables such that $X_{i}$ has hazard rate $\lambda_{i}$, for $i=1, \ldots, n$, and $Y_{1}, \ldots, Y_{n}$ be a random sample of size $n$ from an exponential distribution with common hazard rate $\theta$. If $\bar{\lambda} \leq \theta$, then

$$
C_{i: n} \leq \operatorname{lr} D_{i: n}
$$

for $i=1, \ldots, n$, where $D_{i: n}$ and $C_{i: n}$ are the $i$ 'th spacing from $X_{i}$ 's and $Y_{i}$ 's, respectively, and $\bar{\lambda}=$ $\sum_{j=1}^{n} \lambda_{j} / n$.

An interesting special case, which is a consequence of the above result, is the following.

Proposition 3.1. (see [8]) Let $X_{1}, \ldots, X_{n}$ be independent exponential random variables such that $X_{i}$ has hazard rate $\lambda_{i}$, for $i=1, \ldots, n, Y_{1}, \ldots, Y_{n}$ be a random sample of size $n$ from an exponential distribution with common hazard rate $\theta=\max \left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Then

$$
C_{i: n} \leq \operatorname{lr} D_{i: n}
$$

for $i=1, \ldots, n$, where $D_{i: n}$ and $C_{i: n}$ are the $i$ 'th spacing from $X_{i}$ 's and $Y_{i}$ 's, respectively.

### 3.2 Upper bounds

In the following result, we provide an upper bound for the Glaser's function of spacings from the sequence of i.ni.d. random variables $X_{1}, \ldots, X_{n}$.
Theorem 3.2. (see [8]) Let $X_{1}, \ldots, X_{n}$ be independent exponential random variables such that $X_{i}$ has hazard rate $\lambda_{i}$, for $i=1, \ldots, n$, and $Z_{1}, \ldots, Z_{n}$ be a random sample of size $n$ from an exponential distribution with common hazard rate $\beta$. If $\beta \leq \frac{\sum_{j=1}^{n-i+1} \lambda_{(j)}}{n-i+1}$, then

$$
D_{i: n} \leq \operatorname{lr} H_{i: n}
$$

for $i=1, \ldots, n$, where $D_{i: n}$ and $H_{i: n}$ are the $i$ 'th spacing from $X_{i}$ 's and $Z_{i}$ 's, respectively.
An interesting special case, which is a consequence of the above result, is the following.
Proposition 3.2. (see [8]) Let $X_{1}, \ldots, X_{n}$ be independent exponential random variables such that $X_{i}$ has hazard rate $\lambda_{i}$, for $i=1, \ldots, n, Z_{1}, \ldots, Z_{n}$ be a random sample of size $n$ from an exponential distribution with common hazard rate $\beta=\min \left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Then

$$
D_{i: n} \leq_{\operatorname{lr}} H_{i: n}
$$

for $i=1, \ldots, n$, where $D_{i: n}$ and $H_{i: n}$ are the $i$ 'th spacing from $X_{i}$ 's and $Z_{i}$ 's, respectively.

## 4 Discussion

A few applications of, and complements to, the results of Section 3 are briefly described below. In this section, we consider a special case, the so called multiple-outlier exponential models. These models are defined as follows: Let $X_{1}, \ldots, X_{n}$ be a set of independent exponential random variables such that $X_{i}$ has hazard rate $\lambda$ for $i=1, \ldots, p$ and $X_{j}$ has hazard rate $\lambda_{*}$ for $j=p+1, \ldots, n$. Some researchers have investigated these models of random variables, see [9] for a recent review. The simple spacings and normalized spacings from a multiple-outlier exponential model are, respectively, defined by

$$
D_{i: n}\left(p, q ; \lambda, \lambda_{*}\right)=X_{i: n}-X_{i-1: n}
$$

and

$$
D_{i: n}^{*}\left(p, q ; \lambda, \lambda_{*}\right)=(n-i+1) D_{i: n}\left(p, q ; \lambda, \lambda_{*}\right),
$$

for $i=1, \ldots, n$, with $X_{0: n} \equiv 0, q=n-p \geq 1$ and $p \geq 1$.
Theorem 4.1. (see [8]) Let $X_{1}, X_{2}, \ldots, X_{n}$ follow a multiple-outlier exponential model with parameters $\lambda$ and $\lambda_{*}$. If $\lambda \geq \lambda_{*}, p \geq 1$ and $q \geq 1$, then

$$
D_{i: n}\left(p-k_{2}, q+k_{2} ; \lambda, \lambda_{*}\right) \geq_{\operatorname{lr}} D_{i: n}\left(p, q ; \lambda, \lambda_{*}\right) \geq_{\operatorname{lr}} D_{i: n}\left(p+k_{1}, q-k_{1} ; \lambda, \lambda_{*}\right),
$$

where $1 \leq k_{1} \leq q, 1 \leq k_{2} \leq p$ and $i=1, \ldots, n$.
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#### Abstract

Fitting Ready To Wear clothes is a basic problem for customer and apparel companies. One of the most important problems to develop new patterns and grade to all sizes is the lack of updated anthropometric data. In this context, in 2006 the Spanish Ministry of Health promoted a 3D anthropometric study of the Spanish female population. A sample of 10.415 Spanish females from 12 to 70 years old randomly selected was measured. The obtained anthropometric data constitute valuable information to understand the body shape of the population. A very important challenge is to define an optimal sizing system. A sizing system classifies a specific population into homogeneous subgroups based on some key body dimensions. Our research group has developed some clustering methodologies using some of the ideas of [9, 11], among others. In addition, the shape of the 10.415 women is described by using a set of correspondence points. In this case, we have used the statistical shape analysis [4] to divide the population into efficient sizes according to their shape. In the multivariate accommodation problem, a set of representative human models is commonly used to accommodate a certain percentage of the population. We use the archetypal analysis [2] to that end. The archetypes returned by the archetypal analysis are not necessarily observed individuals. However, in human modeling it is crucial that the archetypes are individuals of the target population. An algorithm inspired by the Partitioning Around Medoids (PAM) clustering algorithm to obtain necessarily observed individuals, which we call archetypoids, has been proposed. All the just mentioned statistical methodologies use the anthropometric data of the Spanish survey. Besides, the archetypal analysis is also applied to a well-known anthropometric database of aircraft pilots. The methodologies are also gathered together in an R package called Anthropometry, soon freely available.
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## 1 Introduction

Both apparel development process and human modelling require updated anthropometric data to develop new patterns and products adapted to the current target population. Physical measurements have been traditionally taken by using rudimentary methods like calipers, rulers or measuring tapes [8, 10]. These kinds of procedures are very easy to use and no particularly expensive. However, they present an important drawback: the set of measurements obtained and therefore the shape information, is imprecise and inaccuracy. In addition, this process always needs the interaction with real subjects with a consequent increment of time. The development of new 3D body scanner technology constitutes a step forward in the way of collecting anthropometric data. They capture the 3D shape images of the people being measured and provide accurate and reproducible anthropometric data [6, 7]. The great potential of the scanning systems for the digitization of the human body has contributed to promote new anthropometric surveys in different countries (USA, France, UK, Germany and Australia among others). In this context, the Spanish Ministry of Health promoted

[^30]a 3D anthropometric study of the Spanish female population. This survey aimed to generate anthropometric data from Spanish women for the clothing industry [1]. The scan anthropometric data are mainly used in two specific fields: in Anthropometry, the body measurements serves to define sizing systems for the apparel industry. In Ergonomics, representative human models of the population are searched; for example, to design aircraft cockpits. These data constitute valuable information to understand the body shape of the population. Therefore, rigorous statistical methodologies to deal with must be developed. The methodologies we have developed concerns clustering, the statistical shape analysis and the archetypal analysis. All of them analyze the data from the anthropometric study of the Spanish female population. In addition, the archetypal analysis is also applied to an anthropometric database of aircraft pilots. For a more efficient use of the anthropometric data, software tools must be introduced. For this reason, an R package called Anthropometry has been created to gather together all the mentioned methodologies. The outline of the paper is as follows: Section 2 describes the data sets used and the foundation of the statistical methods developed. Some illustrative results are given in Section 4. Finally, in Section 4 some conclusions end the paper.

## 2 Materials and Methods

In this section, the databases used for all the calculus is first presented. Next, each approach is shortly summarized.

### 2.1 Our datasets

## Spanish anthropometric survey

In 2006 a 3D anthropometric study of the Spanish female population was organized by the Spanish Ministry of Health supported by the main Spanish companies in the garment industry and developed by the Biomechanics Institute of Valencia together with researchers from the statistical and nutritional areas. After finishing the study, a database was generated formed by 10.415 Spanish females from 12 to 70 years old randomly selected from the official Postcode Address File, 95 anthropometric measurements and 66 points (landmarks) on the woman's body representing its shape. Ref. [1] details the experimental design, subject recruitment, data collection and data processing. The website http://antropometria.ibv.org/ was also created as a query tool for companies (in Spanish only).

## USAF survey

This data set comes from the 1967 United States Air Force (USAF) Survey. It was conducted during the first three months of 1967 under the direction of the Anthropology Branch of the Aerospace Medical Research Laboratory. A total of 202 variables (including body dimensions and background variables) were taken on 2420 Air Force personnel between 21 and 50 years of age. The data set is available from http://www.dtic.mil/dtic/.

### 2.2 Clustering

One of the most important issues in the apparel development process is to define a sizing system that provides a good fit to the majority of the population. A sizing system classifies a specific population into homogeneous subgroups based on some key body dimensions. Hence, clustering is the natural statistical approach to be applied. Our research group has developed some clustering methodologies using some of the ideas of [9, 11], among others.

### 2.3 Statistical shape analysis

The $k$-means clustering algorithm has been widely used to divide the population into morphologies, see e.g. [3]. The basic foundation of $k$-means is that the sample mean is the value that minimizes the Euclidean distance from each point, to the centroid of the cluster to which it belongs. Two fundamental concepts of the statistical shape analysis are the Procrustes mean and the Procrustes distance. Therefore, it arises in a natural way the idea of integrating the Procrustes mean and the Procrustes distance into $k$-means. In this way, we can use the $k$-means algorithm in the shape analysis context. We propose to use the $k$-means algorithm to divide the population into efficient sizes according to their body shapes represented by landmarks, instead of using it by just employing a set of anthropometric variables as usual.

### 2.4 Archetypal Analysis

In the multivariate accommodation problem, a small group of representative cases (human models) which represents the anthropometric variability of the target population is commonly used. The appropriate selection of this small group is critical in order to accommodate a certain percentage of the population. We use the archetypal analysis [2] to that end. The archetypes returned by the archetypal analysis are a convex combination of the sampled individuals, but they are not necessarily observed individuals. However, in human modeling it is crucial that the archetypes are real people. We have developed an algorithm inspired by the PAM clustering method to obtain necessarily observed individuals (called archetypoids). We have applied this algorithm in a cockpit design problem and in an apparel design problem.

## 3 Results

As an illustration, some graphical results provided by our methodologies are shown. Fig. 1 (left plot) shows the bust and neck to ground measurements of the women, jointly with the medoids provided by one of the clustering methodologies proposed and the prototypes defined by the European Normative to sizing system [5]. The 3D mean shape of one cluster returned by the k-means algorithm adapted to the statistical shape analysis can be also seen in Fig. 1 (right plot). Fig. 2 represents the percentiles and one skeleton plot of the archetypes obtained from the aircraft pilots database. Finally, Fig. 3 shows the 3D shape of the trunk of an archetypoid woman.

(b)

Figure 1: Medoids provided by one proposed clustering methodology jointly with the prototypes defined by the European Normative (figure a) and 3D mean shape returned by the k-means algorithm adapted to the statistical shape analysis (figure b).


Figure 2: Percentiles of the aircraft pilots archetypes and one illustrative archetype.


Figure 3: 3D shape of the trunk of an archetypoid woman.

## 4 Conclusions

Updated anthropometry data of the target population constitute valuable information to optimize sizing systems and reduce the design process cycle. Rigorous statistical methodologies including clustering, statistical shape analysis and archetypal analysis have been specially developed to deal with anthropometric data. They use the data obtained from a 3D anthropometric study of the Spanish female population and from an aircraft pilots survey. All these methodologies are gathered in an R package, soon freely available.
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#### Abstract

We consider the Brownian motion $W$ on the interval $[0,1]$. The Brownian bridge $B$ arises from the Brownian motion by pinning $W_{1}$ down to 0 , i.e., the Brownian bridge arises by conditioning the Brownian motion to fulfill $W_{1}=0$. We condition the Brownian bridge further by requiring $\int_{0}^{1} B_{s} d s=0$. We call the resulting Gaussian process on $[0,1]$ zero area Brownian bridge and denote it by $M$. We study properties of $M$ and give anticipative as well as non-anticipative representations.
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## 1 Introduction

In [2] the notion of conditioned Gaussian processes was introduced. The aim of this note is to explain what we mean by conditioned Gaussian processes, to present the main results of [2], and to apply them to a Brownian motion on $[0,1]$ conditioned to be zero at time one and having vanishing integral.
Let $\left(C([0, T]),\|\cdot\|_{\infty}\right)$ be the separable Banach space of continuous functions on $[0, T]$ equipped with the supremum norm $\|f\|_{\infty}=\sup _{0 \leq s \leq T}|f(s)|, f \in C([0, T])$. Let $\mathcal{C}$ denote the Borel $\sigma$-algebra on $C([0, T])$. The dual space $C([0, T])^{*}$ of $C([0, T])$ can be identified with the space of signed finite Borel measures on $[0, T]$. For $f \in C([0, T])$ and $a \in C([0, T])^{*}$ we use the notation $a(f)$ and $\int f(s) a(d s)$ interchangeably. In particular, we use the second form if the integration only runs over a subset of $[0, T]$.
Let $X=\left(X_{s}\right)_{s \in[0, T]}$ be a continuous Gaussian process defined on a probability space $(\Omega, \mathfrak{A}, \mathbb{P})$. Assume $\mathbb{E} X_{s}=0$ for all $s \in[0, T]$ and let $R_{X}:[0, T] \times[0, T] \rightarrow \mathbb{R}$ be the covariance function of $X, R_{X}(s, t)=$ $\mathbb{E} X_{s} X_{t}$. A condition for $X$ is an element $a \in C([0, T])^{*}$ and $X$ fulfills the condition $a$ if $a(X)=0$, almost surely. Let $A \subset C([0, T])^{*}$ be a finite set of conditions. We define a probability measure $\mathbb{P}^{(A)}$ on $(\Omega, \mathfrak{A})$ by

$$
\begin{equation*}
\mathbb{P}^{(A)}(F)=\mathbb{P}(F \mid a(X)=0 \quad \text { for all } a \in A), \quad F \in \mathfrak{A}, \tag{1}
\end{equation*}
$$

and let $P_{X}^{(A)}$ be the induced measure on $(C([0, T]), \mathcal{C})$ of $X$ under $\mathbb{P}^{(A)}$. Though we condition on an event of probability zero in (1), the measure $\mathbb{P}^{(A)}$ is well defined since $a(X)$ is Gaussian and we condition on $a(X)=0$ for all $a \in A$ (see also Section 9.3 in [3]).
A continuous Gaussian process $X^{(A)}=\left(X_{s}^{(A)}\right)_{s \in[0, T]}$ defined on a probability space $\left(\Omega^{\prime}, \mathfrak{A}^{\prime}, \mathbb{P}^{\prime}\right)$ is a conditioned process of $X$ with respect to the set of conditions $A$ if its induced measure $\mathbb{P}_{X^{(A)}}$ on $(C([0, T]), \mathcal{C})$ coincides with $P_{X}^{(A)}$. The conditioned process is thus only defined in law. The process $X$ defined on $\left(\Omega, \mathfrak{A}, \mathbb{P}^{(A)}\right)$ is a version of the conditioned Gaussian process of $X$ (defined on $\left.(\Omega, \mathfrak{A}, \mathbb{P})\right)$ with respect to the conditions $A$.
We now introduce the zero area Brownian bridge.

[^31]Example (The zero area Brownian bridge). We consider the standard linear Brownian motion $W=\left(W_{s}\right)_{s \in[0,1]}$ and condition it by the set of conditions $A=\left\{a_{1}, a_{2}\right\} \subset C([0,1])^{*}$ defined by

$$
a_{1}(f)=f(1) \quad \text { and } \quad a_{2}(f)=\int_{0}^{1} f(s) d s, \quad f \in C([0,1])
$$

We denote the conditioned process of $W$ by the set of conditions $A$ by $M=\left(M_{s}\right)_{s \in[0,1]}$, i.e., we put $M=W^{(A)}$, and call it the zero area Brownian bridge.

## 2 A series expansion and basic properties of the conditioned process

The following result will be crucial for our work.
Theorem 2.1 (Theorem 3.5 .1 in [1]). For every continuous Gaussian process $X=\left(X_{s}\right)_{s \in[0, T]}$ there is a separable Hilbert space $H$ and a linear and bounded operator $u: H \rightarrow C([0, T])$ such that for every orthonormal basis $\left(h_{i}\right)_{i=1}^{\infty} \subset H$ the series

$$
\begin{equation*}
\sum_{i=1}^{\infty} \omega_{i}\left(u h_{i}\right) \tag{2}
\end{equation*}
$$

converges almost surely in $C([0, T])$ and

$$
X_{s}=\sum_{i=1}^{\infty} \omega_{i}\left(u h_{i}\right)(s)
$$

holds in the sense of finite-dimensional distributions, where $\left(\omega_{i}\right)_{i=0}^{\infty}$ is a sequences of independent standard normal random variables defined on a probability space $(\Omega, \mathfrak{A}, \mathbb{P})$.

We say that $u$ is the $a$ ssociated operator of $X$. The law of $X$ is completely described by its associated operator. In particular, for the covariance function $R_{X}(s, t)=\mathbb{E} X_{s} X_{t}$ of $X$ it holds

$$
\begin{equation*}
R_{X}(s, t)=\sum_{i=1}^{\infty}\left(u h_{i}\right)(s)\left(u h_{i}\right)(t)=\left\langle u^{*} \delta_{s}, u^{*} \delta_{t}\right\rangle \tag{3}
\end{equation*}
$$

where $u^{*}: C([0, T])^{*} \rightarrow H$ is the adjoint operator of $u$, i.e., $\left\langle u^{*} a, h\right\rangle=a(u h)$ for all $h \in H$ and $a \in C([0, T])^{*}, \delta_{s}$ is the point evaluation functional, i.e., $\delta_{s}(f)=f(s)$ for $f \in C([0, T])$, and $\langle\cdot, \cdot\rangle$ denotes the scalar product on $H$. Hence, a change of the orthonormal basis in (2) gives another process $X^{\prime}$, in general different from $X$, but, by (3), $X$ and $X^{\prime}$ have the same finite-dimensional distributions.

Example (The zero area Brownian bridge - continued). The associated operator of the Brownian motion $W$ is $u: L_{2}([0,1]) \rightarrow C([0,1])$ with

$$
(u h)(s)=\int_{0}^{s} h(x) d x
$$

for $h \in L_{2}([0,1])$. The trigonometric basis in $L_{2}([0,1])$,

$$
\left\{e_{n}: n \geq 0\right\}=\{1\} \cup\{\sqrt{2} \cos (\pi n x): n \geq 1\}
$$

yields the well known representation

$$
W_{s}=\omega_{0} s+\sqrt{2} \sum_{n=1}^{\infty} \omega_{n} \frac{\sin (\pi n s)}{\pi n}
$$

Given a finite set of conditions $A$ we define the closed linear subspace

$$
H^{(A)}=\{h \in H: a(u h)=0 \quad \text { for all } a \in A\} \subset H
$$

and call it the reduced Hilbert space with respect to $A$. Let $H_{(A)} \subset H$ be the orthogonal complement of $H^{(A)}$ (we write $H_{(A)}=H \ominus H^{(A)}$ ). We call $H_{(A)}$ the detached subspace of $H$ with respect to $A$. By definition of $u^{*}$,

$$
\begin{aligned}
H^{(A)} & =\left\{h \in H:\left\langle u^{*} a, h\right\rangle=0 \quad \text { for all } a \in A\right\} \\
& =\left\{h \in H: h \text { is orthogonal to } u^{*} a \text { for all } a \in A\right\} \subset H
\end{aligned}
$$

and thus $H_{(A)}$ is spanned by the elements $u^{*} a$,

$$
H_{(A)}=\operatorname{span}\left\{u^{*} a: a \in A\right\}
$$

implying that $H_{(A)}$ is (at most) of dimension $N$.
Define

$$
\begin{equation*}
X^{(A)}=\sum_{i=1}^{\infty} \omega_{i}\left(u f_{i}\right) \tag{4}
\end{equation*}
$$

where $\left(f_{i}\right)_{i=1}^{\infty} \subset H^{(A)}$ is an orthonormal basis in $H^{(A)}$. By (3), the law of $X^{(A)}$ is independent of the choice of the orthonormal basis in $H^{(A)}$ and since (4) differs from (2) only by a finite number of terms (given that we assume that $\left\{f_{1}, f_{2}, \ldots\right\}$ is a subset of $\left\{h_{1}, h_{2}, \ldots\right\}$ ) the series in (4) converges in $C([0, T])$ almost surely.
Theorem 2.2. The process $X^{(A)}$ defined in (4) is a conditioned process of $X$ with respect to $A$.
Let $R_{X^{(A)}}$ be the covariance function of the conditioned process $X^{(A)}$ of $X$ with respect to $A \subset C([0, T])^{*}$ and let $\left(e_{i}\right)_{i=1}^{N} \subset H_{(A)}$ be an orthonormal basis in the detached subspace $H_{(A)}$.
Proposition 2.1. We have

$$
R_{X^{(A)}}(s, t)=R_{X}(s, t)-\sum_{i=1}^{N}\left(u e_{i}\right)(s)\left(u e_{i}\right)(t)
$$

Example (The zero area Brownian bridge - continued). It holds

$$
\left(u^{*} a_{1}\right)(x)=1 \quad \text { and } \quad\left(u^{*} a_{2}\right)(x)=1-x
$$

The detached subspace $H_{(A)}$ of $L_{2}([0,1])$ with respect to the set of conditions $A=\left\{a_{1}, a_{2}\right\} \subset C([0,1])^{*}$ is thus $H_{(A)}=\operatorname{span}\{1,1-x\}$. An orthonormal basis in $H_{(A)}$ is $\left\{e_{1}, e_{2}\right\}=\{1, \sqrt{3}(1-2 x)\}$. Hence, according to Proposition 2.1, the covariance of the zero area Brownian bridge $M=W^{(A)}$ is given by ( $0 \leq s, t \leq 1$ )

$$
\begin{aligned}
R_{M}(s, t) & =R_{W}(s, t)-\left(u e_{1}\right)(s)\left(u e_{1}\right)(t)-\left(u e_{2}\right)(s)\left(u e_{2}\right)(s) \\
& =\min \{s, t\}-s t-3\left(s-s^{2}\right)\left(t-t^{2}\right)
\end{aligned}
$$

Assume that the set $\left\{u^{*} a_{i}: 1 \leq i \leq N\right\} \subset H_{(A)}$ is linearly independent in $H$ and define a matrix $B=\left(B_{i j}\right)_{i, j=1}^{N}$ and a vector $b(X)=\left(b_{1}(X), \ldots, b_{N}(X)\right)$ by $B_{i j}=a_{i}\left(u e_{j}\right)$ and $b_{i}=a_{i}(X)$.
Theorem 2.3. The matrix $B$ is invertible and an anticipative representation of the conditioned process $X^{(A)}$ is

$$
X^{(A)}=X-\sum_{i=1}^{N} \xi_{i}(X)\left(u e_{i}\right)
$$

where $\xi(X)=\left(\xi_{1}(X), \ldots, \xi_{N}(X)\right)^{\tau}$ is given by $\xi(X)=B^{-1} b(X)$.

Example (The zero area Brownian bridge - continued). In our example the matrix $B$ and the vector $b$ become

$$
B=\left(\begin{array}{cc}
1 & 0 \\
1 / 2 & 1 /(2 \sqrt{3})
\end{array}\right) \quad \text { and } \quad b=\binom{W_{1}}{I_{1}}
$$

where $I_{1}=\int_{0}^{1} W_{x} d x$. Solving the linear equation system $B \xi=b$ yields $\xi_{1}=W_{1}$ and $\xi_{2}=\sqrt{3}\left(2 I_{1}-W_{1}\right)$. By Theorem 2.3, an anticipative representation for $M$ is

$$
\begin{aligned}
M_{s} & =W_{s}-W_{1} s-\sqrt{3}\left(2 I_{1}-W_{1}\right) \sqrt{3}\left(s-s^{2}\right) \\
& =W_{s}-s(3 s-2) W_{1}-6 s(1-s) I_{1}
\end{aligned}
$$

## 3 A non-anticipative representation

For $0 \leq s \leq T$, let $\mathfrak{F}_{s} \subset \mathcal{C}$ be the smallest $\sigma$-algebra on $C([0, T])$ such that all $\delta_{r}, 0 \leq r \leq s$, are $\mathfrak{F}_{s}-\mathfrak{B}(\mathbb{R})$ measurable, where $\mathfrak{B}(\mathbb{R})$ is the Borel $\sigma$-algebra on $\mathbb{R}$. A progressively measurable functional on $C([0, T])$ is a mapping $\beta:[0, T] \times C([0, T]) \rightarrow \mathbb{R}$ such that for each $0 \leq s \leq T$, the restriction of $\beta$ to $[0, s] \times C([0, T])$ is $\mathfrak{B}([0, s]) \otimes \mathfrak{F}_{s}-\mathfrak{B}(\mathbb{R})$-measurable.

Theorem 3.1. The probability measures $\mathbb{P}_{X}$ and $\mathbb{P}_{X^{(A)}}$ are equivalent on $\mathfrak{F}_{s}$ if and only if there exist $e_{i}^{\prime} \in H^{(A)}, 1 \leq i \leq N$, such that

$$
\begin{equation*}
\left(u e_{i}^{\prime}\right)(x)=\left(u e_{i}\right)(x), \quad 0 \leq x \leq s \tag{5}
\end{equation*}
$$

Otherwise $\mathbb{P}_{X}$ and $\mathbb{P}_{X^{(A)}}$ are orthogonal on $\mathfrak{F}_{s}$.
Assuming that there is a progressively measurable functional $\beta$ on $C([0, T])$ such that $X$ is a strong solution to a stochastic differential equation of the form

$$
d X_{s}=\alpha d W_{s}+\beta(s, X) d s, \quad X_{0}=0, \quad 0 \leq s<T
$$

an application of Girsanov's Theorem yields the following result.
Theorem 3.2. Assume that the supremum over all $s$ for which (5) holds is $T$. Then there is a Brownian motion $W^{\prime}=\left(W_{s}^{\prime}\right)_{s \in[0, T]}$ defined on the probability space $\left(C([0, T]), \mathcal{C}, \mathbb{P}_{X^{(A)}}\right)$ and a progressively measurable functional $\delta$ on $C([0, T])$ such that the conditioned process $X^{(A)}$ is a (strong) solution of the stochastic differential equation

$$
\begin{equation*}
d X_{s}^{(A)}=\alpha d W_{s}^{\prime}+\delta\left(s, X^{(A)}\right) d s, \quad X_{0}^{(A)}=0, \quad 0 \leq s<T \tag{6}
\end{equation*}
$$

Almost surely, for almost all $0 \leq s<T$, the drift term $\delta\left(s, X^{(A)}\right)$ is given by

$$
\delta\left(s, X^{(A)}\right)=\lim _{r \searrow 0} \frac{\mathbb{E}\left[X_{s+r}^{(A)} \mid \mathfrak{F}_{s}\right]-X_{s}^{(A)}}{r}
$$

If we further assume that $X$ is a Markov process, we are able to calculate the drift term in (6) explicitly. Define Gaussian processes $I^{(A), i}$ by

$$
I_{s}^{(A), i}=\int_{0}^{s} X_{x}^{(A)} a_{i}(d x), \quad 0 \leq s \leq T, \quad 0 \leq i \leq N
$$

Theorem 3.3. The Gaussian process $\left(X^{(A)}, I^{(A), 1}, \ldots, I^{(A), N}\right)$ is an $(N+1)$-dimensional (in general time-inhomogeneous) Markov process.

Define a matrix $D_{s}$ and a vector $d_{s}$ by

$$
D_{s}=\left(\begin{array}{cccc}
g(s) & \left(u e_{1}\right)(s) & \ldots & \left(u e_{N}\right)(s) \\
\int_{s+}^{T} g(x) a_{1}(d x) & \int_{s+}^{T}\left(u e_{1}\right)(x) a_{1}(d x) & \ldots & \int_{s+}^{T}\left(u e_{N}\right)(x) a_{1}(d x) \\
\vdots & \vdots & \ddots & \vdots \\
\int_{s+}^{T} g(x) a_{N}(d x) & \int_{s+}^{T}\left(u e_{1}\right)(x) a_{N}(d x) & \ldots & \int_{s+}^{T}\left(u e_{N}\right)(x) a_{N}(d x)
\end{array}\right)
$$

and

$$
d_{s}=\left(\begin{array}{c}
X_{s}^{(A)} \\
-I_{s}^{(A), 1} \\
\vdots \\
-I_{s}^{(A), N}
\end{array}\right)
$$

Theorem 3.4. For every $s<t$ there are $\mathfrak{F}_{s}^{X^{(A)}}$-measurable random variables $\xi_{0}, \ldots, \xi_{N}$ such that

$$
\mathbb{E}\left[X_{t}^{(A)} \mid \mathfrak{F}_{s}^{X^{(A)}}\right]=\xi_{0} g(t)+\sum_{i=1}^{N} \xi_{i}\left(u e_{i}\right)(t)
$$

Assume that the matrix $D_{s}$ is invertible. Then $\xi=\left(\xi_{0}, \ldots, \xi_{N}\right)^{\tau}$ is given by $\xi=D_{s}^{-1} d_{s}$.
Example (The zero area Brownian bridge - continued). All assumptions of this section are fulfilled by the Brownian motion $W$ and the conditions $a_{1}$ and $a_{2}$. Define $J_{s}=\int_{0}^{s} M_{x} d x, 0 \leq s \leq 1$. Then $\left(M_{s}, J_{s}\right)_{s \in[0,1]}$ is a Markov process (Theorem 3.3) and $M$ is a solution of the stochastic differential equation (Theorem 3.2)

$$
d M_{s}=d W_{s}+\delta(s, M) d s, \quad M_{0}=0, \quad 0 \leq s<1
$$

where $\delta$ is a progressively measurable functional on $C([0,1])$. By Theorem 3.4, for $0 \leq s \leq t<1$, we have

$$
\mathbb{E}\left[M_{t} \mid \mathfrak{F}_{s}^{M}\right]=\xi_{0}+\xi_{1} t+\xi_{2} \sqrt{3}\left(t-t^{2}\right)
$$

where $\xi=\left(\xi_{0}, \xi_{1}, \xi_{2}\right)$ is the solution of the system of linear equations $D_{s} \xi=d_{s}$ with $d_{s}=\left(M_{s}, 0,-J_{s}\right)$ and

$$
D_{s}=\left(\begin{array}{ccc}
1 & s & \sqrt{3}\left(s-s^{2}\right) \\
1 & 1 & 0 \\
1-s & \left(1-s^{2}\right) / 2 & \sqrt{3}\left(1-s^{2}\right) / 2-\left(1-s^{3}\right) / \sqrt{3}
\end{array}\right)
$$

Solving this system of linear equations yields

$$
\begin{aligned}
\xi_{0} & =\frac{M_{s}\left(2 s^{2}-s-1\right)-6 J_{s} s}{(s-1)^{3}}, \quad \xi_{1}=-\frac{M_{s}\left(2 s^{2}-s-1\right)-6 J_{s} s}{(s-1)^{3}} \\
\xi_{2} & =-\sqrt{3} \frac{M_{s}(s-1)-2 J_{s}}{(s-1)^{3}}
\end{aligned}
$$

and thus

$$
\begin{gathered}
\mathbb{E}\left[M_{t} \mid \mathfrak{F}_{s}^{M}\right]=\frac{M_{s}\left(2 s^{2}-s-1\right)-6 J_{s} s}{(s-1)^{3}}-t \frac{M_{s}\left(2 s^{2}-s-1\right)-6 J_{s} s}{(s-1)^{3}} \\
-3\left(t-t^{2}\right) \frac{M_{s}(s-1)-2 J_{s}}{(s-1)^{3}}
\end{gathered}
$$

We have

$$
\lim _{r \searrow 0} \frac{\mathbb{E}\left[M_{s+r} \mid \mathfrak{F}_{s}^{M}\right]-M_{s}}{r}=-\frac{4 M_{s}}{1-s}-\frac{6 J_{s}}{(1-s)^{2}}
$$

Hence, $M$ has the stochastic differential

$$
d M_{s}=d W_{s}-\frac{4 M_{s}}{1-s} d s-\frac{6 J_{s}}{(1-s)^{2}} d s, \quad M_{0}=0, \quad 0 \leq s<1
$$
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#### Abstract

We consider a directed random graph on the 2-dimensional integer lattice, placing independently, with probability $p$, a directed edge between any pair of distinct vertices $\left(i_{1}, i_{2}\right)$ and $\left(j_{1}, j_{2}\right)$, such that $i_{1} \leq j_{1}$ and $i_{2} \leq j_{2}$. Let $L_{n, m}$ denote the maximum length of all paths contained in an $n \times m$ rectangle. The asymptotic distribution for a centered/scaled version of $L_{n, m}$, for fixed $m$, as $n \rightarrow \infty$, was derived in [3]. Here, we address the problem of finding the limit when both $n$ and $m$ tend to infinity, so that $m \sim n^{a}$. We make a sequence of transformations in order to exhibit a resemblance of our model to a last passage percolation model. This requires the use of suitably defined regenerative points (called skeleton points), together with a number of pathwise and probabilistic bounds. Making use of a Komlós-Major-Tusnády coupling, as in [2], with a last-passage Brownian percolation model, we are able to prove that, for $a<3 / 14$, the asymptotic distribution is the Tracy-Widom distribution.
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## 1 Introduction

A directed version of a standard Erdős-Rényi random graph, sometimes called random acyclic directed graph, with vertex set $\{1,2, \ldots, n\}$ is defined as follows: For each pair of vertices $\{i, j\}$ toss a coin with probability of heads equal to $p, 0<p<1$, independently from pair to pair; if a head shows up then introduce an edge directed from $\min (i, j)$ to $\max (i, j)$. There is a natural extension of this graph to the whole of $\mathbb{Z}$ and, moreover, to $\mathbb{Z} \times \mathbb{Z}$ where the total order on the vertex set is replaced by the product order: $\left(i_{1}, i_{2}\right) \prec\left(j_{1}, j_{2}\right)$ if the two pairs are distinct and $i_{1} \leq i_{2}, j_{1} \leq j_{2}$. In the last model, coins are tossed only for pairs of vertices which are comparable in this partial order.
A path of length $\ell$ in the directed graph is a sequence $\left(i_{0}, i_{1}, \ldots, i_{\ell}\right)$ of vertices $i_{0} \prec i_{1} \prec \ldots \prec i_{\ell}$ such that there is an edge between any two consecutive vertices. Foss and Konstantopoulos [4] considered a random directed graph with vertex set $\mathbb{Z}$ and studied the maximum length of all paths with start and end points in the interval $[i, j]$, denoted by $L[i, j]$. They showed that there exists a deterministic constant $C=C(p)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} L[1, n] / n=C \text { a.s. } \tag{1}
\end{equation*}
$$

A central limit theorem for $L[1, n]$ is established in [3], where is, in addition, proved a central limit theorem for the maximum length of all paths in the two-dimensional case. If $L_{n, m}$ denotes the maximum length of all paths of the graph on $\mathbb{Z} \times \mathbb{Z}$, restricted to $\{0, \ldots, n\} \times\{1, \ldots, m\}$, then there is a positive $\kappa$ (depending on $p$ and the fixed integer $m$ ), such that

$$
\left(\frac{L_{[n t], m}-C n t}{\kappa \sqrt{n}}, t \geq 0\right) \xrightarrow[n \rightarrow \infty]{(\mathrm{d})}\left(Z_{t, m}, t \geq 0\right),
$$

[^32]where $Z_{\bullet, m}$ is the stochastic process defined in terms of $m$ independent standard Brownian motions, $B^{(1)}, \ldots, B^{(m)}$, via the formula
$$
Z_{t, m}:=\sup _{0=t_{0}<t_{1} \cdots<t_{m-1}<t_{m}=t} \sum_{j=1}^{m}\left[B_{t_{j}}^{(j)}-B_{t_{j-1}}^{(j)}\right], \quad t \geq 0
$$

One can speak of $Z$ as a Brownian directed percolation model, the terminology stemming from the picture of a "weighted graph" on $\mathbb{R} \times\{1, \ldots, m\}$ where the weight of a segment $[s, t] \times\{j\}$ equals the change $B_{t}^{(j)}-B_{s}^{(j)}$ of a Brownian motion. If a path from $(0,0)$ to $(t, m)$ is defined as a union $\bigcup_{j=1}^{m}\left[t_{j-1}, t_{j}\right] \times\{j\}$ of such segments, then $Z$ represents the maximum weight of all such paths.
Baryshnikov [1], answering an open question by Glynn and Whitt [5], showed that

$$
Z_{1, m} \stackrel{(\mathrm{~d})}{=} \lambda_{m},
$$

where $\lambda_{m}$ is the largest eigenvalue of a GUE matrix of dimension $m$. Since $Z_{\bullet}, m$ is $1 / 2$-self-similar, we see that

$$
Z_{t, m} \stackrel{(\mathrm{~d})}{=} \sqrt{t} \lambda_{m}
$$

Fluctuations of $\lambda_{m}$ around the centering sequence $2 \sqrt{m}$ have been quantified by Tracy and Widom [7] who showed the existence of a limiting law, denoted by $F_{\mathrm{TW}}$ :

$$
m^{1 / 6}\left(\lambda_{m}-2 \sqrt{m}\right) \xrightarrow[m \rightarrow \infty]{(\mathrm{d})} F_{\mathrm{TW}}
$$

A natural question then, raised in [3], is whether one can obtain $F_{\mathrm{TW}}$ as a weak limit of $L_{n, m}$ when $n$ and $m$ tend to infinity simultaneously. Our paper is concerned with resolving this question. To see what scaling we can expect, rewrite the last display, for arbitrary $t>0$, as

$$
m^{1 / 6}\left(\frac{Z_{t, m}}{\sqrt{t}}-2 \sqrt{m}\right) \xrightarrow[m \rightarrow \infty]{(\mathrm{d})} F_{\mathrm{TW}}
$$

A statement of the form $X(t, m) \xrightarrow[m \rightarrow \infty]{\text { (d) }} X$, where the distribution of $X(t, m)$ does not depend on the choice of $t>0$, implies the statement $X(t, m(t)) \xrightarrow[t \rightarrow \infty]{\text { (d) }} X$, for any function $m(t)$ such that $m(t) \xrightarrow[t \rightarrow \infty]{\longrightarrow}$. Hence, upon setting $m=\left[t^{a}\right]$, we have

$$
\begin{equation*}
t^{a / 6}\left(\frac{Z_{t,\left[t^{a}\right]}}{\sqrt{t}}-2 \sqrt{t^{a}}\right) \xrightarrow[t \rightarrow \infty]{(\mathrm{d})} F_{\mathrm{TW}} \tag{2}
\end{equation*}
$$

It is reasonable to assume that an analogous limit theorem holds for a centered scaled version of the largest length $L_{n,\left[n^{a}\right]}$, namely that

$$
\begin{equation*}
n^{a / 6}\left(\frac{L_{n,\left[n^{a}\right]}-c_{1} n}{c_{2} \sqrt{n}}-2 \sqrt{n^{a}}\right) \xrightarrow[n \rightarrow \infty]{(\mathrm{d})} F_{\mathrm{TW}} \tag{3}
\end{equation*}
$$

where $c_{1}, c_{2}$ are appropriate constants. Since we are talking about interchange of limits here, it is also reasonable to assume that (3) holds provided that $a$ is small enough.

## 2 Skeleton points

In a directed random graph on $\mathbb{Z}$ exists, almost surely, a random integer sequence $\left\{\Gamma_{r}, r \in \mathbb{Z}\right\}$ with the property that for all $r$, all $i<\Gamma_{r}$, and all $j>\Gamma_{r}$, there is a path from $i$ to $\Gamma_{r}$ and a path from $\Gamma_{r}$ to $j$. The existence of such points, referred to as skeleton points, is established in [3]. Since the directed Erdős-Rényi
graph is invariant under translations, so is the sequence of skeleton points, i.e., $\left\{\Gamma_{r}, r \in \mathbb{Z}\right\}$ has the same law as $\left\{n+\Gamma_{r}, r \in \mathbb{Z}\right\}$, for all $n \in \mathbb{Z}$. Moreover, it turns out that the sequence forms a stationary renewal process. If we enumerate the skeleton points according to $\cdots<\Gamma_{-1}<\Gamma_{0} \leq 0<\Gamma_{1}<\cdots$, we have that $\left\{\Gamma_{r+1}-\Gamma_{r}, r \in \mathbb{Z}\right\}$ are independent random variables, whereas $\left\{\Gamma_{r+1}-\Gamma_{r}, r \neq 0\right\}$ are i.i.d. Stationarity implies that the law of the omitted difference $\Gamma_{1}-\Gamma_{0}$ has a density which is proportional to the tail of the distribution of $\Gamma_{2}-\Gamma_{1}$. In [3] it is shown that the distance $\Gamma_{2}-\Gamma_{1}$ between two successive skeleton points has a finite 2 nd moment. One can follow the same steps of the proof, to show that in our case, with constant edge probability $p$, this random variable has moments of all orders. Moreover, one can show that for some $\alpha>0$ (the maximal such $\alpha$ depends on $p$ ) it holds that $E e^{\alpha\left(\Gamma_{2}-\Gamma_{1}\right)}<\infty$.
The rate $\lambda$ of the sequence of skeleton points can be expressed as an infinite product:

$$
\lambda_{0}:=\frac{1}{E\left(\Gamma_{2}-\Gamma_{1}\right)}=\prod_{k=1}^{\infty}\left(1-(1-p)^{k}\right)^{2} .
$$

The most important property of the skeleton points is that if $\gamma$ is a skeleton point, and if $i \leq \gamma \leq j$, then a path with length $L[i, j]$ (a maximum length path) must necessarily contain $\gamma$. This crucial property will be used several times, especially since, restriction of the graph on the interval between two successive skeleton points is independent of the restriction on the complement of the interval. Hence, for every $i<j$ the following equality holds

$$
L\left[\Gamma_{i}, \Gamma_{j}\right]=L\left[\Gamma_{i}, \Gamma_{i+1}\right]+L\left[\Gamma_{i+1}, \Gamma_{i+2}\right]+\cdots+L\left[\Gamma_{j-1}, \Gamma_{j}\right]
$$

i.e., $L\left[\Gamma_{i}, \Gamma_{j}\right]$ is a sum of $j-i$ i.i.d. random variables.

Consider now a directed random graph $G$ with vertices $\mathbb{Z} \times \mathbb{Z}$. We refer to the set $\mathbb{Z} \times\{j\}$ as "line $j$ " or " $j$ th line", and note that the restriction of $G$ onto $\mathbb{Z} \times\{j\}$ is a directed Erdős-Rényi random graph on $\mathbb{Z}$. We denote this restriction by $G^{(j)}$. Typically, a superscript $(j)$ will refer to a quantity associated with this restriction. For example, for $a \leq b$,

$$
L^{(j)}[a, b]:=\text { the maximum length of all paths in } G^{(j)} \text { with vertices between }(a, j) \text { and }(b, j)
$$

Clearly, the $\left\{G^{(j)}, j \in \mathbb{Z}\right\}$ are i.i.d. random graphs, identical in distribution to the directed Erdős-Rényi random graph. Therefore, as in (1), for each $j \in \mathbb{Z}$,

$$
\lim _{n \rightarrow \infty} L^{(j)}[1, n] / n=C \text { a.s. }
$$

In order to be able to resemble $L_{n, m}$ as a sum of i.i.d. random variables, we need to slightly change the definition of a skeleton point in $G$.

Definition 2.1 (Skeleton points in $G$ ). A vertex $(i, j)$ of the directed random graph $G$ is called skeleton point if it is a skeleton point for $G^{(j)}$ (for any $i^{\prime}<i<i^{\prime \prime}$, there is a path from $\left(i^{\prime}, j\right)$ to $(i, j)$ and a path from $(i, j)$ to $\left.\left(i^{\prime \prime}, j\right)\right)$ and if there is an edge from $(i, j)$ to $(i, j+1)$.

Therefore, the skeleton points on line $j$ are obtained from the skeleton point sequence of the directed ErdősRényi random graph $G^{(j)}$ by independent thinning with probability $p$. When we refer to skeleton points on line $j$, we shall be speaking of this thinned sequence. The elements of this sequence are denoted by

$$
\cdots<\Gamma_{-1}^{(j)}<\Gamma_{0}^{(j)} \leq 0<\Gamma_{1}^{(j)}<\Gamma_{2}^{(j)}<\cdots
$$

and have rate

$$
\lambda=\frac{1}{E\left(\Gamma_{2}^{(j)}-\Gamma_{1}^{(j)}\right)}=p \lambda_{0}=p \prod_{k=1}^{\infty}\left(1-(1-p)^{k}\right)^{2}
$$

In addition, it is shown in [4] that $C$ can also be expressed as

$$
C=\frac{E L\left[\Gamma_{1}, \Gamma_{2}\right]}{E\left(\Gamma_{2}-\Gamma_{1}\right)}
$$

which is equivalent to

$$
C=\frac{E L\left[\Gamma_{1}^{(j)}, \Gamma_{2}^{(j)}\right]}{E\left(\Gamma_{2}^{(j)}-\Gamma_{1}^{(j)}\right)}
$$

We define the variance by

$$
\sigma^{2}:=\operatorname{var}\left(L\left[\Gamma_{1}^{(j)}, \Gamma_{2}^{(j)}\right]-C\left(\Gamma_{2}^{(j)}-\Gamma_{1}^{(j)}\right)\right)
$$

For later use we need also the associated counting process of skeleton points on line $j$, which is defined by

$$
\Phi^{(j)}(t)-\Phi^{(j)}(s)=\sum_{r \in \mathbb{Z}} \mathbf{l}\left(s<\Gamma_{r}^{(j)} \leq t\right), \quad s, t \in \mathbb{R}, \quad s \leq t
$$

together with the agreement that

$$
\Phi^{(j)}(0)=0
$$

In other words, using the counting process we can write the last skeleton point on the line $j$ before the point $(t, j)$ as $\Gamma_{\Phi^{(j)}(t)}^{(j)}$.

## 3 Convergence to the Tracy-Widom distribution

A different model which, a priori, seems to bear little resemblance to ours, is the directed last passage percolation model on $\mathbb{Z}^{2}$. We are given a collection of i.i.d. random variables indexed by elements of $\mathbb{Z}_{+}^{2}$. A path from the origin to the point $n \in \mathbb{Z}_{+}^{2}$ is a sequence of elements of $\mathbb{Z}_{+}^{2}$, starting from the origin and ending at $n$, such that the difference of successive members of the sequence is equal to the unit vector $(0,1)$ or $(1,0)$. The weight of a path is the sum of the random variables associated with its members. Let $L_{n, m}$ be the largest weight of all paths from $(0,0)$ to $(n, m)$. Assuming that the random variables have a finite moment of order larger than 2, Bodineau and Martin [2] approximated partial sums of i.i.d. with Brownian motions using the Komlós-Major-Tusnády (KMT) construction and showed that (3) holds for all sufficiently small positive $a$ (the threshold depending on the order of the finite moment). Relating the ideas from the model above to the directed random graph, we are able to prove a similar result:

Theorem 3.1. Consider the directed random graph on $\mathbb{Z} \times \mathbb{Z}$ and let $L_{n, m}$ be the maximum length of all paths between two vertices in $\{0,1, \ldots, n\} \times\{1,2, \ldots, m\}$. Let $\lambda, C, \sigma^{2}$ be defined as above. Then, for all $0<a<3 / 14$,

$$
\begin{equation*}
n^{a / 6}\left(\frac{L_{n,\left[n^{a}\right]}-C n}{\sqrt{\lambda \sigma^{2}} \sqrt{n}}-2 \sqrt{n^{a}}\right) \xrightarrow[n \rightarrow \infty]{(\mathrm{d})} F_{T W} \tag{4}
\end{equation*}
$$

where $F_{T W}$ is the Tracy-Widom distribution.
We begin the proof of Theorem 5 by introducing a quantity $S_{n, m}$ which resembles a last passage percolation path weight,

$$
\frac{1}{\sigma} S_{n, m}=\sup _{0=t_{0}<t_{1} \cdots<t_{m-1}<t_{m}=t} \sum_{j=1}^{m} \sum_{k=\Phi^{(j)}\left(t_{j-1}\right)+1}^{\Phi^{(j)}\left(t_{j}\right)} \chi_{k}^{(j)}
$$

where

$$
\chi_{k}^{(j)}:=\frac{1}{\sigma}\left\{L^{(j)}\left[\Gamma_{k-1}^{(j)}, \Gamma_{k}^{(j)}\right]-C\left(\Gamma_{k}^{(j)}-\Gamma_{k-1}^{(j)}\right)\right\} .
$$

In our case $\left\{\chi_{k}^{(j)}, j \geq 1, k \geq 1\right\}$ represent weights in the last passage percolation on $\mathbb{Z}_{+}^{2}$. It can be proven that the maximum lenght of all paths in $\{0,1, \ldots, n\} \times\{1,2, \ldots, m\}, L_{n, m}$, is close enough to $S_{n, m}$, i.e.,

$$
\frac{S_{n,\left[n^{a}\right]}-\left(L_{n,\left[n^{a}\right]}-C n\right)}{n^{1 / 2-a / 6}} \xrightarrow[n \rightarrow \infty]{(\mathrm{p})} 0
$$

Thus, taking into account (2), it remains to show that

$$
\frac{\sigma^{-1} S_{n,\left[n^{a}\right]}-Z_{\lambda n,\left[n^{a}\right]}}{n^{1 / 2-a / 6}} \xrightarrow[n \rightarrow \infty]{(\mathrm{p})} 0
$$

to prove (4). Using the Komlós-Major-Tusnády strong approximation result [6] we can for every $j$ jointly construct i.i.d. random variables $\left\{\chi_{k}^{(j)}, k \geq 1\right\}$ and $B^{(j)}$ so that they are close enough. In addition, in order to, independently of the joint construction, take care of the random indices that appear in the expresion for $S_{n, m}$ we prove and make use of a convergence rate result for the counting processes $\left\{\Phi^{(j)}, j \geq 1\right\}$.
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#### Abstract

We develop Stein's method in the setting of Gibbs point processes. This yields upper bounds for the total variation distance between the distributions of two Gibbs point processes. Applications are provided to various well-known processes and settings from spatial statistics and statistical physics.
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## 1 Introduction

Gibbs processes form one of the most important classes of point processes in spatial statistics that may incorporate dependence between the points, see [8, Chapter 6]. They are furthermore, mainly in the special guise of pairwise interaction processes, one of the building blocks of modern statistical physics, see [9]. Up to the somewhat technical condition of hereditarity, see Section 2, a Gibbs (point) process on a compact metric space $\mathcal{X}$ is simply a point process whose distribution is absolutely continuous with respect to a "standard" Poisson process distribution. It is thus a natural counterpart in the point process world to a real-valued random variable that has a density with respect to some natural reference measure. A notorious difficulty with Gibbs processes is that in most interesting cases their densities can only be specified up to normalizing constants, which typically renders explicit calculations, e.g. of the total variation distance between two such processes, difficult.
Based on Stein's method we develop a theorem about upper bounds on the total variation distance between Gibbs process distributions in a very general setting. These bounds provide natural rates of convergence in many situations, and give explicit constants, which are small if one of the Gibbs processes is not too far away from a Poisson process.
This article presents a summary of the results from [11].

## 2 Preliminaries

Let $(\mathcal{X}, d)$ be a compact metric space, which serves as the state space for all our point processes. We equip $\mathcal{X}$ with its Borel $\sigma$-algebra $\mathcal{B}=\mathcal{B}(\mathcal{X})$. Let $\boldsymbol{\alpha} \neq 0$ be a fixed finite reference measure on $(\mathcal{X}, \mathcal{B})$. If $\mathcal{X}$ has a suitable group structure $\alpha$ is typically chosen to be the Haar measure. If $\mathcal{X} \subset \mathbb{R}^{D}$, we tacitly use Lebesgue measure and write $|A|=\operatorname{Leb}^{D}(A)$ for $A \subset \mathcal{X}$. Denote by $(\mathfrak{N}, \mathcal{N})$ the space of finite counting measures ("point configurations") on $\mathcal{X}$ equipped with its canonical $\sigma$-algebra, see [7, Section 1.1]. A point process is simply a random element of $\mathfrak{N}$.

[^33]Throughout the paper let $\Pi$ be the Poisson process with intensity measure $\alpha$, i.e. for pairwise disjoint $A_{1}, \ldots, A_{n} \in \mathcal{B}$ the random variables $\Pi\left(A_{1}\right), \ldots, \Pi\left(A_{n}\right)$ are independent and for $1 \leq i \leq n, \Pi\left(A_{i}\right)$ has the Poisson distribution with mean $\boldsymbol{\alpha}\left(A_{i}\right)$. We use the definition of a Gibbs point process from spatial statistics. Call a function $u: \mathfrak{N} \rightarrow \mathbb{R}_{+}$hereditary if for any $\xi, \eta \in \mathfrak{N}$ with $\xi \leq \eta$, we have that $u(\xi)=0$ implies $u(\eta)=0$. A point process $\Xi$ on $\mathcal{X}$ is called a Gibbs process if it has a hereditary density $u$ with respect to the Poisson process distribution $\mathscr{L}(\Pi)$, i.e. $\mathbb{E} f(\Xi)=\mathbb{E}(u(\Pi) f(\Pi))$ for all measurable $f: \mathfrak{N} \rightarrow \mathbb{R}_{+}$. It will be convenient to identify a Gibbs process by its conditional intensity. Let $\Xi$ be a Gibbs process with density $u$. We call the function $\lambda(\cdot \mid \cdot): \mathcal{X} \times \mathfrak{N} \rightarrow \mathbb{R}_{+}$,

$$
\begin{equation*}
\lambda(x \mid \xi)=\frac{u\left(\xi+\delta_{x}\right)}{u(\xi)} \tag{1}
\end{equation*}
$$

the conditional intensity (function) of $\Xi$. For this definition we use the convention that $0 / 0=0$. It is well-known that the conditional intensity is the $\boldsymbol{\alpha} \otimes \mathscr{L}(\Xi)$-almost everywhere unique product measurable function that satisfies the Georgii-Nguyen-Zessin equation

$$
\begin{equation*}
\mathbb{E}\left(\int_{\mathcal{X}} h\left(x, \Xi-\delta_{x}\right) \Xi(\mathrm{d} x)\right)=\int_{\mathcal{X}} \mathbb{E}(h(x, \Xi) \lambda(x \mid \Xi)) \boldsymbol{\alpha}(\mathrm{d} x) \tag{2}
\end{equation*}
$$

for every measurable $h: \mathcal{X} \times \mathfrak{N} \rightarrow \mathbb{R}_{+}$.
A Gibbs process $\Xi$ on $\mathcal{X}$ is called a pairwise interaction process (PIP) if there exist $\beta: \mathcal{X} \rightarrow \mathbb{R}_{+}$and symmetric $\varphi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{+}$such that $\Xi$ has the density

$$
\begin{equation*}
u(\xi)=c_{u} \prod_{1 \leq i \leq n} \beta\left(x_{i}\right) \prod_{1 \leq i<j \leq n} \varphi\left(x_{i}, x_{j}\right) \tag{3}
\end{equation*}
$$

for any $\xi=\sum_{i=1}^{n} \delta_{x_{i}} \in \mathfrak{N}$, where $c_{u}$ is the normalizing constant, which is usually not analytically computable. We then denote the distribution of $\Xi$ by $\operatorname{PIP}(\beta, \varphi)$. The $\operatorname{PIP}$ is called inhibitory if $\varphi \leq 1$. The conditional intensity of $\Xi \sim \operatorname{PIP}(\beta, \varphi)$ is accordingly given by

$$
\begin{equation*}
\lambda(x \mid \xi)=\beta(x) \prod_{i=1}^{n} \varphi\left(x, x_{i}\right) \tag{4}
\end{equation*}
$$

The following stability condition plays a crucial role for the proofs of our main results. A Gibbs process is called locally stable if there exists an integrable function $\psi^{*}: \mathcal{X} \rightarrow \mathbb{R}_{+}$such that

$$
\lambda(x \mid \xi) \leq \psi^{*}(x)
$$

Local stability is satisfied for many point process distributions traditionally used in spatial statistics, see [8, p. 84 ff .]. However some processes from statistical physics, e.g. the Lennard-Jones process, are not locally stable.
The total variation distance between two point processes H and $\Xi$ is defined as

$$
\begin{equation*}
d_{\mathrm{T} V}(\mathscr{L}(\mathrm{H}), \mathscr{L}(\Xi))=\sup _{f \in \mathcal{F}_{T V}}|\mathbb{E} f(\mathrm{H})-E f(\Xi)| \tag{5}
\end{equation*}
$$

where $\mathcal{F}_{T V}$ is the set of measurable functions $f: \mathfrak{N} \rightarrow[0,1]$.

## 3 Stein's method for Gibbs process approximation

Stein's method, originally conceived for normal approximation [12], has evolved over the last forty years to become an important tool in many areas of probability theory and for a wide range of approximating
distributions. See [3] for an overview of the first thirty years of this history. A milestone in the evolution of Stein's method was the discovery in [2] that a natural Stein equation may often be set up by choosing as a right hand side the infinitesimal generator of a Markov process whose stationary distribution is the approximating distribution of interest. Many important developments stem from this so-called generator approach to Stein's method, and several of them concern point process approximation, such as [5], [4], [10], or [14].
In this section we develop the generator approach for Gibbs process approximation. For technical details and the proofs of the statement we refer the reader to [11]. Let $\mathrm{H} \sim \operatorname{Gibbs}(\lambda)$ and $\Xi \sim \operatorname{Gibbs}(\nu)$ be Gibbs processes. We assume that the approximating process H is locally stable. Define the generator

$$
\begin{equation*}
\mathcal{A} h(\xi)=\int_{\mathcal{X}}\left[h\left(\xi+\delta_{x}\right)-h(\xi)\right] \lambda(x \mid \xi) \boldsymbol{\alpha}(\mathrm{d} x)+\int_{\mathcal{X}}\left[h\left(\xi-\delta_{x}\right)-h(\xi)\right] \xi(\mathrm{d} x) \tag{6}
\end{equation*}
$$

for all $h: \mathfrak{N} \rightarrow \mathbb{R}$ in $\mathscr{D}(\mathcal{A})$, the domain of $\mathcal{A}$. It can be shown that $\mathcal{A}$ is the generator of a spatial birth-death process $Z$ with birth rate $\lambda(\cdot \mid \cdot)$ and unit per capita death rate. Denote $Z_{\xi}$ for the birth death process with starting configuration $\xi \in \mathfrak{N}$, i.e. $Z_{\xi}(0)=\xi$. Furthermore $\mathscr{L}(\mathrm{H})$ is the unique stationary distribution, see [6, Section 4.2 and Section 4.11, Problem 5] for more details.
We set up the Stein equation as

$$
\begin{equation*}
f(\xi)-\mathbb{E} f(\mathrm{H})=\mathcal{A} h(\xi) \tag{7}
\end{equation*}
$$

and its solution is given by

$$
\begin{equation*}
h_{f}(\xi)=-\int_{0}^{\infty}\left[\mathbb{E} f\left(Z_{\xi}(t)\right)-\mathbb{E} f(\mathrm{H})\right] d t \tag{8}
\end{equation*}
$$

Since $Z_{\xi}(t)$ converges weakly to H as $t \rightarrow \infty$, the function $h_{f}$ measures in some sense how long it takes for $Z_{\xi}$ to "forget" the starting configuration $\xi$. By the Stein equation (7) we can rewrite the total variation distance between H and $\Xi$ as

$$
\begin{equation*}
d_{\mathrm{T} V}(\mathscr{L}(\Xi), \mathscr{L}(\mathrm{H}))=\sup _{f \in \mathcal{F}_{T V}}|\mathbb{E} f(\Xi)-\mathbb{E} f(\mathrm{H})|=\sup _{f \in \mathcal{F}_{T V}}\left|\mathbb{E} \mathcal{A} h_{f}(\Xi)\right| \tag{9}
\end{equation*}
$$

Then the Georgii-Nguyen-Zessin equation (2) yields

$$
\begin{align*}
\mathbb{E} \mathcal{A} h_{f}(\Xi) & =\mathbb{E} \int_{\mathcal{X}}\left[h_{f}\left(\Xi+\delta_{x}\right)-h_{f}(\Xi)\right] \lambda(x \mid \Xi) \boldsymbol{\alpha}(\mathrm{d} x) \\
& +\mathbb{E} \int_{\mathcal{X}}\left[h_{f}\left(\Xi-\delta_{x}\right)-h_{f}(\Xi)\right] \Xi(\mathrm{d} x) \\
& =\mathbb{E} \int_{\mathcal{X}}\left[h_{f}\left(\Xi+\delta_{x}\right)-h_{f}(\Xi)\right](\lambda(x \mid \Xi)-\nu(x \mid \Xi)) \boldsymbol{\alpha}(\mathrm{d} x) \tag{10}
\end{align*}
$$

By constructing an explicit coupling between two birth-death processes, see [11], one can control the difference $h_{f}\left(\Xi+\delta_{x}\right)-h_{f}(\Xi)$ in (10), and it is then possible to obtain reasonable bounds on the last expression in (9), which yields the results of the next section.

## 4 Main Results

The general result is the following.
Theorem 4.1. Let $\Xi \sim \operatorname{Gibbs}(\nu)$ and $\mathrm{H} \sim \operatorname{Gibbs}(\lambda)$ be Gibbs processes. Suppose that H is locally stable. Then there exists a constant $c_{1}(\lambda)<\infty$ such that

$$
\begin{equation*}
d_{\mathrm{TV}}(\mathscr{L}(\Xi), \mathscr{L}(\mathrm{H})) \leq c_{1}(\lambda) \int_{\mathcal{X}} \mathbb{E}|\nu(x \mid \Xi)-\lambda(x \mid \Xi)| \boldsymbol{\alpha}(d x) \tag{11}
\end{equation*}
$$

Details about the constant $c_{1}(\lambda)$ can be found in [11]. In particular, if $H$ is a Poisson process, then $c_{1}(\lambda)=1$. For inhibitory pairwise interaction processes (11) can be simplified.

Theorem 4.2. Suppose that $\Xi \sim \operatorname{PIP}\left(\beta, \varphi_{1}\right)$ and $\mathrm{H} \sim \operatorname{PIP}\left(\beta, \varphi_{2}\right)$ are inhibitory. Let $\nu(y)=\mathbb{E}(\nu(y \mid \Xi))$ denote the intensity of $\Xi$. Then

$$
\begin{equation*}
d_{\mathrm{T} V}(\mathscr{L}(\Xi), \mathscr{L}(\mathrm{H})) \leq c_{1}(\lambda) \int_{\mathcal{X}} \int_{\mathcal{X}} \beta(x) \nu(y)\left|\varphi_{1}(x, y)-\varphi_{2}(x, y)\right| \boldsymbol{\alpha}(\mathrm{d} x) \boldsymbol{\alpha}(\mathrm{d} y) \tag{12}
\end{equation*}
$$

In general the intensity $\nu(y)$ is not known, but for inhibitory pairwise interaction processes one has always the crude estimate $\nu(y) \leq \beta(y)$. For stationary processes on $\mathbb{R}^{d}$ there are more elaborate bounds available, see [13].
A Gibbs process on a subset of $\mathbb{R}^{d}$ is an area interaction process if its conditional intensity is given by

$$
\nu(x \mid \xi)=\tilde{\beta} \gamma^{-\left|\mathbb{B}(x, R / 2) \backslash \bigcup_{y \in \xi} \mathbb{B}(y, R / 2)\right|},
$$

for some parameters $\tilde{\beta}, \gamma, R>0$ and where $\mathbb{B}(x, R / 2)$ denotes the open ball around $x$ with radius $R / 2$. In [1] it is shown that if $\tilde{\beta}, \gamma \rightarrow 0$ in such a way that $\tilde{\beta} \gamma^{-\alpha_{D}(R / 2)^{D}} \rightarrow \beta$ ( $\alpha_{D}$ denotes the volume of the unit ball in $\mathbb{R}^{d}$ ), the area interaction process converges weakly to a Strauss hard core process, i.e. a pairwise interaction process $\operatorname{PIP}(\beta, \varphi)$ with $\varphi(x, y)=\mathbf{1}\{|x-y| \geq R\}$. With the help of Theorem 4.1 one can show the convergence in the total variation norm and furthermore determine the exact rate of convergence, see [11].
To overcome the somehow restrictive local stability condition we use the following trick. Define

$$
\begin{equation*}
A_{k}=\left\{\xi \in \mathfrak{N}: \sup _{y \in \mathcal{X}} \xi(\mathbb{B}(y, \delta / 2)) \leq k\right\} . \tag{13}
\end{equation*}
$$

Let $\mathrm{H}_{A_{k}}$ denote the Gibbs process H conditioned on the event $\mathrm{H} \in A_{k}$, i.e. we require that the H has at most $k$ points inside any ball with radius $\delta / 2$. For non-inhibitory pairwise interaction processes satisfying some very standard condition from statistical physics, it can be shown that the conditioned process is then locally stable. Furthermore in [11] it is shown that

$$
\begin{equation*}
d_{\mathrm{T} V}(\mathscr{L}(\Xi), \mathscr{L}(\mathrm{H})) \leq d_{\mathrm{T} V}\left(\mathscr{L}(\Xi), \mathscr{L}\left(\mathrm{H}_{A_{k}}\right)\right)+\mathbb{P}\left(\mathrm{H} \in A_{k}\right) \tag{14}
\end{equation*}
$$

Thus one can apply Theorem 4.1 and by letting $\delta \rightarrow 0$ and or $k \rightarrow \infty$ one can make $\mathbb{P}\left(\mathrm{H} \in A_{k}\right)$ arbitrary small. This procedure allows e.g. the comparison of two Lennard-Jones processes.
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#### Abstract

Jackknife-after-bootstrap ( JaB ) has first been proposed by [5] then used by [6] and [1] to detect influential observations in linear regression models. This method uses the percentile confidence interval to provide cut-off values for the measures. In order to improve JaB , we propose using Bias Corrected and accelerated ( BCa ) confidence interval introduced by [4]. In this study, the performance of $\mathrm{BCa}-\mathrm{JaB}$ and conventional JaB methods are compared for DFFITS, Welsch's distance, modified Cook's distance and t-star statistics. Comparisons are based on both real world examples and simulation study. The results reveal that under considered scenarios proposed method provides more symmetric threshold values which give more accurate and reliable results.
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## 1 Introduction

Detection and evaluation of influential observations is a critical part of data analysis in linear models. In this paper, we will work on four of the well known diagnostic measures used to detect influential observations for linear regression model: Welsch's distance, modified Cook's distance, likelihood distance and t-star (See [2] for more information about the statistics). The common idea in these measures is to identify the influential observations by comparing the results obtained from two models with and without ith observation.

With the increase in technology, computer intensive methods became very popular in statistics literature. Jackknife-after-bootstrap ( JaB ) technique is one of them. It has been developed by [5] and has been used by [6] and [1] to determine the cut-off values for various diagnostic measures in linear regression models. In JaB method, estimated cut-off values for the measures are determined from JaB distribution by using percentile quantiles, say $2.5 \%$ th and $97.5 \%$ th percentiles. Cut-off points obtained by this way are of the first order "accuracy" and are of the first order "correctness" where accuracy refers to the coverage errors, and correctness is a measure of the provision for a confidence interval to exact confidence interval. BCa confidence interval has been proposed by [4] to improve the performance of percentile interval. Unlike percentile cut-offs, BCa cut-offs are obtained to account for bias and skewness. Hence, they do not assume symmetric distribution. In this study, we propose replacing percentile confidence interval with BCa in JaB method. We also propose an adjustment on the BCa cut-offs to make them more robust. The performance of conventional and robust $\mathrm{BCa}-\mathrm{JaB}$ methods are compared on both real world examples and simulated data sets for the diagnostic measures under consideration. The linear regression model used with influence measures throughout this study is $Y=\beta X+\varepsilon$ where $Y$ is an $n \times 1$ column vector for response variable, $X$ is an $n \times p(p=k+1)$ fixed full-rank design matrix, $\beta$ is an $p \times 1$ vector of unknown parameters including $\beta_{0}$ , and $\varepsilon$ is an $n \times 1$ error vector. Section 2 includes detailed information about the BCa-JaB methods, and numerical and simulation results will be discussed in detail in Section 3.

[^34]
## 2 Method

[5] described the idea behind the JaB method as follows: a sample of size $n$ from $z_{1}, z_{2}, \ldots, z_{i-1}, z_{i+1}, \ldots, z_{n}$ has the same distribution as a bootstrap sample from $z_{1}, z_{2}, \ldots, z_{n}$ in which none of the bootstrap values equals $z_{i}$. As described by [6] the rationale behind this approach is to generate a "null" bootstrap distribution of $\theta$ under the hypothesis that the $i$ th data point is not influential. They propose that since the i th data point is not present in any of the resamples from which bootstrap distribution is generated, it cannot exert influence and thus the distribution generated is free from the influence of this point.This method is a very powerful method to detect unusual cases compared to traditional methods. In order to improve this method, we propose using BCa confidence interval to determine cut-off values. BCa method demonstrated by [4] is an automatic algorithm for producing highly accurate confidence limits from a bootstrap distribution ([3]). Suppose $\theta$ is a parameter of interest and $\hat{\theta}$ is the estimator from the original data, $\hat{\theta}^{*}$ is an estimate of $\hat{\theta}$ from the bootstrapped data.

Let $\hat{z}_{0-J a B}$ and $\hat{a}_{J a B}$ represent the bias correction and acceleration parameters for JaB distribution, respectively. $\hat{z}_{0-J a B}$ is calculated as follows:

$$
\begin{equation*}
\hat{z}_{0-J a B}=\Phi^{-1}\left\{\frac{\#\left\{\hat{\theta_{b}^{*}}<\hat{\theta}_{20 \% \operatorname{trim}}\right\}}{n^{2} B / e}\right\} \tag{1}
\end{equation*}
$$

where $\hat{\theta}_{20 \% \text { trim }}$ is the $20 \%$ trimmed mean of $n$ diagnostic statistics calculated from the original data set and $B$ is the number of bootstrap. By using the jackknife procedure, we set the acceleration parameter as

$$
\begin{equation*}
\hat{a}_{J a B}=\frac{\sum_{i=1}^{n}\left(\bar{\theta}_{(-i) 20 \% \text { trim }}-\theta_{(-i)}\right)^{3}}{6\left\{\sum_{i=1}^{n}\left(\bar{\theta}_{(-i) 20 \% \text { trim }}-\theta_{(-i)}\right)^{2}\right\}^{3 / 2}} \tag{2}
\end{equation*}
$$

where $\left.\theta_{(-i)}\right)$ is the value of $\theta$ produced when the i th observation is deleted from the original sample and $\bar{\theta}_{(-i) 20 \% \text { trim }}$ is $20 \%$ trimmed mean of all $\left.\theta_{(-i)}\right)$ values. Normally, arithmetic mean is used instead of trimmed mean in equations (1) and (2). But, since mean is highly sensitive to unusual observations, we propose a robust version using $20 \%$ trimmed mean. Let $\hat{G}(c)_{J a B}$ represents the JaB distribution, then the BCa endpoint for $\alpha$ thquantile is computed as;

$$
\begin{equation*}
\hat{\theta}_{B C a}[\alpha]_{J a B}=\hat{G}_{J a B}^{-1} \Phi\left(\hat{z}_{0-J a B}+\frac{\hat{z}_{0-J a B}+z^{\alpha}}{1-\hat{a}_{J a B}\left(\hat{z}_{0-J a B}+z^{\alpha}\right)}\right) \tag{3}
\end{equation*}
$$

Lower and upper limits are calculated for $\alpha / 2$ and $1-\alpha / 2$, respectively. Then, these BCa limits are used as cut-off points for detection of influential observations. The algorithm of BCa-JaB method can be described briefly as follows;

Step 1. Let $\theta_{i}$ be the diagnostic statistic that we study. The appropriate model is fitted for original data set, and the $\theta_{i}$ for $i=1,2, \ldots, n$ are calculated.

Step 2. Calculate the jackknife value of a measures of interest.
Step 3. Calculate the acceleration parameter $\hat{a}_{J a B}$ in equation (2) by using trimmed jackknife value calculated in Step 2.
Step 4. Construct $B$ resamples with replacement from the original data set.
Step 5. For each data point within these $B$ resamples, get a subset of the samples which do not contain that data point, so there are $B / e$ resamples obtained for each data point. Calculate about $n$ values of $\theta_{i}$, for each of these resample, so $n B / e$ values of $\theta_{i}$ are obtained. Collect all $n B / e$ values of $\theta$ into a single vector.

Step 6. Calculate the bias correction parameter $\hat{z}_{0-J a B}$ in equation (1) using the vector created in Step 5.
Step 7. Calculate the adjusted quantiles of generated JaB distribution by using bias correction parameter calculated in Step 6. These quantiles are then compared to the original $\theta_{i} i=1,2, \ldots, n$ values to flag the points as influential or not.

The steps 1-7 are repeated $M$ times. Then, the average and standard error for the number of flagged points for all these $M$ simulations can be calculated. It should be noted that this algorithm runs only once for the real data.

## 3 Numerical and simulation results

For real world examples and simulation studies, 3100 resamples were created from the original data set so that for each data point without corresponding point roughly 1000 resamples were produced. The calculations were carried out using R 2.15 .2 on an Intel Core i7-2670QM 2.20 GHz PC.

As a real world example we used the soil evaporation data set which is available in "TeachingDemos" R package to compare the performances of proposed $\mathrm{BCa}-\mathrm{JaB}$ and conventional JaB methods. The set includes 46 observations and 10 explanatory variables. For this example, the normality of the resamples is deformed by points 2 and 33 , and $\mathrm{BCa}-\mathrm{JaB}$ adjusts the cut-off points to the right compared to conventional JaB. This adjustment is shown in our results in Table 1. Points $2,31,32$ and 41 are seemed as influential in influential plot (to save the space, plot is not shown here). It seems that for this data set, $\mathrm{BCa}-\mathrm{JaB}$ is more effective for modified Cook's distance and DFFITS.

Table 1: Regression influence diagnostics for the soil evaporation data, $n=46, p=11$

| Method | Welsch's dist. | Modified Cook's dist. | DFFITS | $t$-star |
| :--- | :---: | :---: | :---: | :---: |
| Conventional JaB |  |  |  |  |
| Low cut-off | -20.901 | -4.083 | -2.289 | -2.793 |
| High cut-off | 10.512 | 2.323 | 1.302 | 2.089 |
| Influential points | 31 | None | None | $2,8,33,41$ |
| BCa-JaB |  |  |  |  |
| Low cut-off | -16.420 | -3.362 | -1.885 | -2.417 |
|  | $(3.38 \%)$ | $(3.32 \%)$ | $(3.32 \%)$ | $(3.43 \%)$ |
| High cut-off | 12.314 | 2.609 | 1.463 | 1.463 |
|  | $(98.20 \%)$ | $(98.16 \%)$ | $(98.16 \%)$ | $(98.22 \%)$ |
| Influential points | $2,31,32$ | $2,31,41$ | $2,31,41$ | $2,31,41$ |

For the simulation study, we generated data under the regression model $Y=1+2 X_{1}+4 X_{2}+3 X_{3}+2 X_{4}+\varepsilon$. The modeling scenarios are adapted in such a way that no clear influential data points were deliberately generated, and a clearly influential data point was inserted into the data set. For the model, $X$ was generated i.i.d. $N(2,1)$ variates and $\varepsilon$ was generated with one of two error distributions: normal $N(0,0.5625)$ and centered log-normal $(1.5[\exp N(0,0.5625)-\exp (1 / 2)] ;$ skewed $)$. The deliberately inserted influential point was at $\left(x_{2}=10, y=10\right)$. For each statistic, $M=500$ simulations with 3100 bootstrap resamples were performed. The average number of points flagged as influential for simulation is recorded as "Average no. of points" in the table. For deliberately inserted data point, the detection rate for simulations is recorded as "\% point identified". The standard deviations are given in brackets. The values in parenthesis below the

BCa cut-offs are the quantiles adjusted for bias and skewness. Table 2 presents the results under sample size $n=50$.
When no deliberate influential data point is inserted into the original data set the cut-off points for both methods are almost same under both error distributions. Accordingly, average number of points flagged by both methods are nearly the same with non significant advantage of $\mathrm{BCa}-\mathrm{JaB}$. It might seem awkward to flag some points influential even though no influential point inserted deliberately. However, even if there are no deliberately inserted influential points, some influential points may occur randomly. When no points inserted deliberately, having points flagged may seem confusing and as an error. However, the issue of flagging points is reasonable in a sense that some point will have the most extreme value of the measure and the solution would be to put tests on these points (Martin, 2011 by personal contact). With inserted influential point, the results of both methods are different. The structure of the JaB distribution is distorted by the deliberately inserted influential data point. Skewness of the inserted influential observation is to the left and JaB method already adjust the cut-off points to handle this problem. However, BCa method makes further adjustment to cut-offs to correct both the skewness and bias so that we get more symmetric cut-offs. It seems that its performance is much significant under log-normal distribution.

## 4 Conclusion

We proposed a new approach based on robust $\mathrm{BCa}-\mathrm{JaB}$ method to detect influential observations. Both real world and simulated data sets support our claim for improvement on conventional JaB method.
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Table 2: Simulation results, $n=50, p=5$ for all distribution of errors.

| Distribution of errors | Normal |  |  |  | Log-normal |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | Welsch's distance | Modified <br> Cook's <br> distance | DFFITS | $t$-star | Welsch's distance | Modified <br> Cook's <br> distance | DFFITS | $t$-star |
| Influential point not present |  |  |  |  |  |  |  |  |
| $J a B$ |  |  |  |  |  |  |  |  |
| Low cut-off | -5.315 | -2.110 | -0.703 | -2.021 | -4.058 | -1.597 | -0.532 | -1.405 |
| High cut-off | 5.332 | 2.114 | 0.704 | 2.026 | 7.159 | 2.860 | 0.953 | 2.850 |
| Average no. of points $(S D)$ | $\begin{aligned} & 2.544 \\ & (0.908) \end{aligned}$ | $\begin{aligned} & 2.510 \\ & (0.876) \end{aligned}$ | $\begin{aligned} & 2.510 \\ & (0.876) \end{aligned}$ | $\begin{aligned} & 2.468 \\ & (0.835) \end{aligned}$ | $\begin{aligned} & 2.270 \\ & (0.803) \end{aligned}$ | $\begin{aligned} & 2.258 \\ & (0.817) \end{aligned}$ | $\begin{aligned} & 2.258 \\ & (0.817) \end{aligned}$ | $\begin{aligned} & 1.864 \\ & (0.809) \end{aligned}$ |
| BCa-JaB |  |  |  |  |  |  |  |  |
| Low cut-off | $\begin{aligned} & -5.323 \\ & (2.52 \%) \end{aligned}$ | $\begin{aligned} & -2.113 \\ & (2.52 \%) \end{aligned}$ | $\begin{aligned} & -0.704 \\ & (2.52 \%) \end{aligned}$ | $\begin{aligned} & -2.024 \\ & (2.50 \%) \end{aligned}$ | $\begin{aligned} & -4.036 \\ & (2.60 \%) \end{aligned}$ | $\begin{aligned} & -1.589 \\ & (2.59 \%) \end{aligned}$ | $\begin{aligned} & -0.529 \\ & (2.29 \%) \end{aligned}$ | $\begin{aligned} & -1.412 \\ & (2.46 \%) \end{aligned}$ |
| High cut-off | $\begin{aligned} & 5.317 \\ & (97.44 \%) \end{aligned}$ | $\begin{aligned} & 2.107 \\ & (97.44 \%) \end{aligned}$ | $\begin{aligned} & 0.702 \\ & (97.44 \%) \end{aligned}$ | $\begin{aligned} & 2.021 \\ & (97.45 \%) \end{aligned}$ | $\begin{aligned} & 7.175 \\ & (97.51 \%) \end{aligned}$ | $\begin{aligned} & 2.862 \\ & (97.50 \%) \end{aligned}$ | $\begin{aligned} & 0.954 \\ & (97.50 \%) \end{aligned}$ | $\begin{aligned} & 2.799 \\ & (97.41 \%) \end{aligned}$ |
| Average no. of points $(S D)$ | $\begin{aligned} & 2.582 \\ & (0.892) \end{aligned}$ | $\begin{aligned} & 2.560 \\ & (0.880) \end{aligned}$ | $\begin{aligned} & 2.560 \\ & (0.880) \end{aligned}$ | $\begin{aligned} & 2.520 \\ & (0.804) \end{aligned}$ | $\begin{aligned} & 2.330 \\ & (0.840) \end{aligned}$ | $\begin{aligned} & 2.304 \\ & (0.863) \end{aligned}$ | $\begin{aligned} & 2.304 \\ & (0.863) \end{aligned}$ | $\begin{aligned} & 1.900 \\ & (0.838) \end{aligned}$ |
| Influential point present |  |  |  |  |  |  |  |  |
| $J a B$ |  |  |  |  |  |  |  |  |
| Low cut-off | -6.942 | -2.693 | -0.897 | -2.179 | -6.232 | -2.411 | -0.803 | -1.875 |
| High cut-off | 4.856 | 1.934 | 0.644 | 1.863 | 5.509 | 2.198 | 0.732 | 2.149 |
| Average no. of points $(S D)$ | $\begin{aligned} & 2.066 \\ & (0.752) \end{aligned}$ | $\begin{aligned} & 2.054 \\ & (0.726) \end{aligned}$ | $\begin{aligned} & 2.054 \\ & (0.726) \end{aligned}$ | $\begin{aligned} & 1.748 \\ & (0.661) \end{aligned}$ | $\begin{aligned} & 1.922 \\ & (0.4740) \end{aligned}$ | $\begin{aligned} & 1.920 \\ & (0.747) \end{aligned}$ | $\begin{aligned} & 1.920 \\ & (0.747) \end{aligned}$ | $\begin{aligned} & 1.792 \\ & (0.624) \end{aligned}$ |
| \% point identified BCa-JaB | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) |
| Low cut-off | $\begin{aligned} & -5.678 \\ & (3.422 \%) \end{aligned}$ | $\begin{aligned} & -2.229 \\ & (3.42 \%) \end{aligned}$ | $\begin{aligned} & -0.743 \\ & (3.42 \%) \end{aligned}$ | $\begin{aligned} & -1.923 \\ & (3.49 \%) \end{aligned}$ | $\begin{aligned} & -4.095 \\ & (4.82 \%) \end{aligned}$ | $\begin{aligned} & -1.623 \\ & (4.82 \%) \end{aligned}$ | $\begin{aligned} & -0.541 \\ & (4.82 \%) \end{aligned}$ | $\begin{aligned} & -1.464 \\ & (4.79 \%) \end{aligned}$ |
| High cut-off | $\begin{aligned} & 5.406 \\ & (98.19 \%) \end{aligned}$ | $\begin{aligned} & 2.143 \\ & (98.20 \%) \end{aligned}$ | $\begin{aligned} & 0.7114 \\ & (98.20 \%) \end{aligned}$ | $\begin{aligned} & 2.026 \\ & (98.26 \%) \end{aligned}$ | $\begin{aligned} & 7.456 \\ & (98.84 \%) \end{aligned}$ | $\begin{aligned} & 2.953 \\ & (98.84 \%) \end{aligned}$ | $\begin{aligned} & 0.984 \\ & (98.84 \%) \end{aligned}$ | $\begin{aligned} & 2.806 \\ & (98.83 \%) \end{aligned}$ |
| Average no. of points $(S D)$ | $\begin{aligned} & 2.136 \\ & (0.811) \end{aligned}$ | $\begin{aligned} & 2.102 \\ & (0.777) \end{aligned}$ | $\begin{aligned} & 2.102 \\ & (0.777) \end{aligned}$ | $\begin{aligned} & 1.720 \\ & (0.685) \end{aligned}$ | $\begin{aligned} & 2.602 \\ & (0.860) \end{aligned}$ | $\begin{aligned} & 2.602 \\ & (0.858) \end{aligned}$ | $\begin{aligned} & 2.602 \\ & (0.858) \end{aligned}$ | $\begin{aligned} & 2.420 \\ & (0.872) \end{aligned}$ |
| \% point identified | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) | (1.000) |
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#### Abstract

Semiparametric estimation problems are considered for a model of finite mixture with mixing probabilities varying from observation to observation. We present estimators based on adaptive estimating equations, and compare them with estimators of two another types, namely the moment and quantile ones. Performance of these estimators is compared both analytically and by simulations.
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## 1 Introduction

We consider a series of $N$ subjects $O_{1 ; N}, \ldots, O_{N ; N}$ belonging to $M$ different populations (components of mixture), $N \geq 1$. Let $\operatorname{ind}\left(O_{j ; N}\right)$ indicates the unknown true number of component to which the subject $O_{j: N}$ belongs. For each subject $O_{j ; N}$ some numerical characteristics $\xi_{j ; N}:=\xi\left(O_{j ; N}\right) \in \mathbb{R}$ are observed. So, we obtain a series of samples $\xi_{1 ; N}, \ldots, \xi_{N ; N}$ from $N$ observations.
We denote by $F_{m}(A):=P\left[\xi\left(O_{j ; N}\right) \in A \mid \operatorname{ind}\left(O_{j ; N}\right)=m\right], m=\overline{1, M}$ the CDF of $\xi\left(O_{j ; N}\right)$ under the condition that $O_{j ; N}$ belongs to $m$ th component of a mixture, and by $p_{j ; N}^{m}:=P\left[\operatorname{ind}\left(O_{j ; N}\right)\right]$ the probability that $O_{j ; N}$ belongs to $m$ th component of a mixture (concentration of $m$ th component). The set of concentrations $\left(p_{j ; N}^{m}\right)_{j=\overline{1, N}, m=\overline{1, M}}$ is assumed to be known. Thus, the CDF of $\xi_{j ; N}$ can be expressed as $P\left[\xi_{j ; N} \in A\right]=\sum_{m=1}^{M} p_{j ; N}^{m} F_{m}(A)$.
In what follows we assume that the CDF of the first component is parametrized with some Euclidean parameter $t \in \Theta \subset \mathbb{R}^{d}$ (i.e. $F_{1}(A)=F_{1}(A, t)$ ). We denote by $\vartheta \in \Theta$ the true value of parameter. The CDFs of the rest of the components are assumed to be fully unknown.
Moment, quantile and adaptive estimators for $\vartheta$ by the sample $\xi_{1 ; N}, \ldots, \xi_{N ; N}$ are discussed in Sections 2-4. Performance of these estimates is assessed via simulations in Section 5.

## 2 Moment estimators

We denote by $\Gamma_{N}:=\left(\left\langle p_{; N}^{k} p_{; N}^{l}\right\rangle_{N}\right)_{k, l=\overline{1, M}}$ the $M$-by- $M$ Gramm's matrix for concentrations $p_{j ; N}^{m}$ (symbol $\langle\cdot\rangle_{N}$ means averaging over index $j$ ), by $e_{m}$ a vector from $\mathbb{R}^{M}$, which has a unit on the $m$ th place, and the rest of its elements are zeros.

In [4] the set of minimax weight coefficients $a_{j ; N}^{m}:=\left(p_{j ; N}\right)^{T}\left(\Gamma_{N}\right)^{-1} e_{m}$ (under condition $\operatorname{det} \Gamma_{N} \neq 0$ ) is introduced, and the weighted empirical CDF

$$
\hat{F}_{m ; N}(x):=\frac{1}{N} \sum_{j=1}^{N} a_{j ; N}^{m} \mathbb{I}_{\left\{\xi_{j ; N} \leq x\right\}}
$$

is considered as an estimate for $F_{m}(x)$.
In [3] improved weighted empirical CDF $\hat{F}_{m ; N}^{+}(x):=\min \left\{1, \sup _{y \leq x} \hat{F}_{m ; N}(y)\right\}$ is introduced.
Consider some measurable function $h: \mathbb{R} \rightarrow \mathbb{R}^{d}$.
As an estimate for $\int h(x) \hat{F}_{m ; N}(d x)$ we consider the weighted moment of $h(\cdot)$

$$
\begin{equation*}
\hat{h}_{N}^{m}:=\int h(x) \hat{F}_{m ; N}(d x)=\frac{1}{N} \sum_{j=1}^{N} a_{j ; N}^{m} h\left(\xi_{j ; N}\right) \tag{1}
\end{equation*}
$$

Unbiasedness, consistency and asymptotic normality for estimator defined in (1) are demonstrated in [4] under certain conditions.
We define moment estimator $\hat{\vartheta}_{N}^{\text {simple }}$ as a solution of moment equation

$$
\begin{equation*}
\int h(x) \hat{F}_{1 ; N}(d x)=\int h(x) F_{1}\left(d x, \hat{\vartheta}_{N}^{\text {simple }}\right) \tag{2}
\end{equation*}
$$

Alternatively, we define improved moment estimator $\hat{\vartheta}_{N}^{i m p r}$ as a solution of equation

$$
\begin{equation*}
\int h(x) \hat{F}_{1 ; N}^{+}(d x)=\int h(x) F_{1}\left(d x, \hat{\vartheta}_{N}^{i m p r}\right) \tag{3}
\end{equation*}
$$

Consistency and asymptotic normality for both $\hat{\vartheta}_{N}^{\text {simple }}$ and $\hat{\vartheta}_{N}^{i m p r}$ are demonstrated in [4] and in [3].

## 3 Quantile estimators

### 3.1 Estimators for quantiles

We denote by $Q_{m}(\alpha)$ the quantile for distribution $F_{m}(\cdot)$ of level $\alpha$. It is proposed in [4] to define an estimator $\hat{Q}_{m ; N}(\alpha)$ for a quantile $Q_{m}(\alpha)$ as a value of a function, inversed to piece-wise linear interpolation of improved CDF $\hat{F}_{m ; N}^{+}$defined in section 2. Consistency and asymptotic normality of this estimator are demonstrated in [4].

### 3.2 Quantile estimator (for Gaussian distribution)

Let $F_{1}(x ; t)$ be the CDF of a Gaussian distribution with the true value of a parameter $\vartheta=(\mu, \sigma)^{T} \in \mathbb{R}^{2}$. We denote by $\gamma:=Q^{\mathcal{N}(0,1)}(3 / 4)-Q^{\mathcal{N}(0,1)}(1 / 4)$ the interquartile range of standard Gaussian distribution (approximately 1.34898), and $E:=\left(\begin{array}{ccc}0 & 1 & 0 \\ -1 / \gamma & 0 & 1 / \gamma\end{array}\right)$. In [2] the quantile estimator for Gaussian component is defined by

$$
\begin{equation*}
\hat{\vartheta}_{N}^{\text {quant }}:=\left(\hat{\mu}_{N}^{\text {quant }}, \hat{\sigma}_{N}^{\text {quant }}\right)^{T}:=E \cdot\left(\hat{Q}_{N}^{1}(1 / 4), \hat{Q}_{N}^{1}(1 / 2), \hat{Q}_{N}^{1}(3 / 4)\right)^{T} \tag{4}
\end{equation*}
$$

Theorem 3.1. (Theorem 1 from [2])
Assume that
(i) $\sup _{j ; N}\left|a_{j ; N}^{m}\right|<\infty$.
(ii) The limits $\alpha_{k}^{m}:=\lim _{N \rightarrow \infty}\left\langle p_{\cdot ; N}^{k}\left(a_{\cdot ; N}^{m}\right)^{2}\right\rangle_{N}, \alpha_{k, l}^{* ; m}:=\lim _{N \rightarrow \infty}\left\langle p_{\cdot ; N}^{k} p_{\cdot ; N}^{l}\left(a_{\cdot ; N}^{m}\right)^{2}\right\rangle_{N}$ exist, $k, l=1, M$.
(iii) $F_{k}(\cdot)$ are continuous on $\mathbb{R}, k=1, M$.
(iv) The unbiasedness condition $\left\langle a^{m} p^{k}\right\rangle=\mathbb{I}_{k=m}, k=1, M$ holds.
(v) Functions $F_{k}(\cdot), k=1, M$ are monotone increasing in some neighborhoods $I_{1}, \ldots, I_{q}$ of points $Q^{F_{m}}\left(\alpha_{1}\right), \ldots, Q^{F_{m}}\left(\alpha_{q}\right)$ respectively.
(vi) On $I_{1}, \ldots, I_{q}$ the function $F_{m}(\cdot)$ has a continuous derivative $f_{m}(\cdot)$, and $f_{m}\left(Q^{F_{m}}\left(\alpha_{i}\right)\right) \neq 0, i=1, q$.

Then

1. $\sqrt{N} \cdot\left(\hat{Q}_{N}^{m}\left(\alpha_{i}\right)-Q^{F_{m}}\left(\alpha_{i}\right)\right)_{i=\overline{1, q}} \xrightarrow{W} \mathcal{N}\left(\mathbb{O}_{q}, S\right)$, where $S=\left(S_{r, s}\right)_{r, s=\overline{1, q}}$ is $q$-by- $q$ matrix with elements
$S_{r, s}=\frac{\sum_{k=1}^{M} \alpha_{k}^{m} F_{k}\left(\min \left\{Q^{F_{m}}\left(\alpha_{r}\right), Q^{F_{m}}\left(\alpha_{s}\right)\right\}\right)-\sum_{k, l=1}^{M} \alpha_{k, l}^{* ; m} F_{k}\left(Q^{F_{m}}\left(\alpha_{r}\right)\right) F_{l}\left(Q^{F_{m}}\left(\alpha_{s}\right)\right)}{f_{m}\left(Q^{F_{m}}\left(\alpha_{r}\right)\right) f_{m}\left(Q^{F_{m}}\left(\alpha_{s}\right)\right)}$
(here $\xrightarrow{W}$ denotes the weak convergence).
2. Assuming $\left(\alpha_{i}\right)_{i=\overline{1, q}}=(1 / 4,1 / 2,3 / 4)^{T}$, we get $\sqrt{N}\left(\hat{\vartheta}_{N}^{\text {quant }}-\vartheta\right) \xrightarrow{W} \mathcal{N}\left(\mathbb{O}_{3}, E S E^{T}\right)$.

## 4 Adaptive estimator (from GEE method)

In this section we present the adaptive estimator, derived from GEE method, introduced in [1].

### 4.1 GEE estimator

We denote by $\hat{g}_{N}^{1}(t)$ the moment estimator for value $\int g(x ; t) F_{1}(d x ; \vartheta)$ defined in (1).
The GEE (generalized estimating equation) estimator is considered in [1] as a solution of GEE $\hat{g}_{N}^{1}\left(\hat{\vartheta}_{N}^{G E E}\right)=$ $\mathbb{O}_{d}$ with some estimating function $g(x ; t): \mathfrak{X} \times \Theta \rightarrow \mathbb{R}^{d}$.
Consistency and asymptotic normality of GEE estimator are demonstrated in [1].

### 4.2 Adaptive estimator

Adaptive estimator in [1] is constructed as a GEE estimator with the estimating function adapted by data to derive optimal dispersion matrices. For practical needs it is recommended in [1] to consider a vector of some predefined parametrized functions $u(x ; t) \in \mathbb{R}^{R}$, and choose the estimating function as a linear combination of $u(x ; t)$ (e.g. B-splines): $g(x ; t)=B(t) \cdot u(x ; t)$, where $B(t)$ is some $d$-by- $R$ matrix. Approximate adaptive estimator is obtained from pilot estimator as one-step Newton type approximate solution of adapted estimating equation. Any $\sqrt{N}$-consistent estimator such as a moment or a quantile one can be used as the pilot estimator $\tilde{\vartheta}_{N}$. Thus, adaptive estimator takes form $\hat{\vartheta}_{N}^{\text {adapt }}:=\tilde{\vartheta}_{N}-\hat{B}_{N}\left(\tilde{\vartheta}_{N}\right) \cdot \hat{u}_{1 ; N}\left(\tilde{\vartheta}_{N}\right)$ where $\hat{B}_{N}\left(\tilde{\vartheta}_{N}\right)$ and $\hat{u}_{1 ; N}\left(\tilde{\vartheta}_{N}\right)$ are estimations for the optimal coefficients matrix $B^{*}(\vartheta)$ and $\int u(x ; \vartheta) F_{1}(d x ; \vartheta)$ respectively.
Consistency and asymptotic normality of the adaptive estimator defined by (6) are demonstrated in [1].

### 4.3 Lower bound for dispersion matrix of adaptive estimator

Denote:

$$
\begin{gathered}
E_{0}:=\left(\mathbb{I}_{d \times d}, \mathbb{O}_{d \times 1}\right), \\
E_{+}:=\binom{\mathbb{I}_{(d+1) \times(d+1)}}{\mathbb{O}_{(M-1) \times(d+1)}}, \\
\mathbb{V}:=-\int u(x ; \vartheta)\left(f^{*}(x)\right)^{T} \mu(d x) E_{+}, \\
f^{*}(x):=\left(\frac{\partial}{\partial \vartheta_{1}} f_{1}(x ; \vartheta), \ldots, \frac{\partial}{\partial \vartheta_{d}} f_{1}(x ; \vartheta), f_{1}(x), \ldots, f_{M}(x)\right)^{T}, \\
\alpha_{i}:=\lim _{N \rightarrow \infty}\left\langle\left(a_{; ; N}^{1}\right)^{2} p_{; ; N}^{i}\right\rangle_{N}, \\
\alpha_{i, k}^{*}:=\lim _{N \rightarrow \infty}\left\langle\left(a_{; ; N}^{1}\right)^{2} p_{; ; N}^{i} p_{; ; N}^{k}\right\rangle_{N}, \\
r(x):=\sum_{i=1}^{M} \alpha_{i} f_{i}(x), \\
\mathbb{Z}_{1}:=\sum_{m, l=2}^{M} \alpha_{m, l}^{*} \int u(x ; \vartheta) f_{m}(x) \mu(d x) \int u(x ; \vartheta)^{T} f_{l}(x) \mu(d x), \\
\mathbb{Z}_{2}:=\int r(x) u(x ; \vartheta) u(x ; \vartheta)^{T} \mu(d x), \\
\mathbb{Z}:=\mathbb{Z}_{2}-\mathbb{Z}_{1} .
\end{gathered}
$$

It is shown in [1] that the lower bound for dispersion matrix for an adaptive estimator of form $g(x ; t)=$ $B(t) \cdot u(x ; t)$ is

$$
\begin{equation*}
S^{*}:=S\left(B^{*}\right):=E_{0}\left(\mathbb{V}^{T} \mathbb{Z}^{-1} \mathbb{V}\right)^{-1} E_{0}^{T} \tag{5}
\end{equation*}
$$

This lower bound is achieved on the matrix $B^{*}(\vartheta):=E_{0}\left(\mathbb{V}^{T} \mathbb{Z}^{-1} \mathbb{V}\right)^{-1} \mathbb{V}^{T} \mathbb{Z}^{-1}$.

### 4.4 Empirical adaptive estimator

Denote

$$
\begin{gathered}
\alpha_{m, l ; N}^{*}:=\left\langle\left(a_{a ; N}^{1}\right)^{2} p_{; ; N}^{i} p_{; ; N}^{k}\right\rangle_{N}, \\
\hat{\mathbb{Z}}_{1 ; N}(t):=\sum_{m, l=2}^{M} \alpha_{m, l ; N}^{*} \hat{u}_{N}^{m}(t) \hat{u}_{N}^{l}(t)^{T}, \\
\hat{\mathbb{Z}}_{2 ; N}(t):=\frac{1}{N} \sum_{j=1}^{N}\left(a_{j ; N}^{1}\right)^{2} u\left(\xi_{j ; N} ; t\right) u\left(\xi_{j ; N} ; t\right)^{T}, \\
\hat{\mathbb{Z}}_{N}(t):=\hat{\mathbb{Z}}_{2 ; N}(t)-\hat{\mathbb{Z}}_{1 ; N}(t) .
\end{gathered}
$$

The estimate for $B^{*}(t)$ as a function of $t$ is defined in [1] as
$\hat{B}_{N}(t):=E_{0}\left[\mathbb{V}(t)^{T} \hat{\mathbb{Z}}_{N}(t)^{-1} \mathbb{V}(t)\right]^{-1} \mathbb{V}(t)^{T} \hat{\mathbb{Z}}_{N}(t)^{-1}$.
For some $\sqrt{N}$-consistent pilot estimator $\tilde{\vartheta}_{N}$ the adaptive estimate takes the form

$$
\begin{equation*}
\hat{\vartheta}_{N}^{\text {adapt }}:=\tilde{\vartheta}_{N}-\hat{B}_{N}\left(\tilde{\vartheta}_{N}\right) \cdot \hat{u}_{N}^{1}\left(\tilde{\vartheta}_{N}\right) . \tag{6}
\end{equation*}
$$

Consistency and asymptotic normality of $\hat{\vartheta}_{N}^{\text {adapt }}$ defined in (6) are demonstrated in [1].

Theorem 4.1. (Theorem 4 from [1]) Assume that
(i) $u(x ; t)$ is continuously differentiable by $t$ for almost all $x(\bmod \mu)$.
(ii) For some open ball $B, \vartheta \in B \subset \Theta$ fulfills $\int \sup _{t \in B}\left\|\frac{\partial}{\partial t} u(x ; t)\right\|^{2} F_{i}(d x)<\infty, \quad i=\overline{1, M}$.
(iii) $\int\|u(x ; t)\|^{2} F_{i}(d x)<\infty$ for all $i=\overline{1, M}$.
(iv) $\operatorname{det} \Gamma \neq 0$.
(v) Limits $\alpha_{i}$ and $\alpha_{i, m}^{*}$ exist.
(vi) $\tilde{\vartheta}_{N}$ is a consistent estimate for $\vartheta$.
(vii) $\mathbb{V}$ is a matrix of full rank.
(viii) $\tilde{\vartheta}_{N}$ is a $\sqrt{N}$-consistent estimate of $\vartheta$.

Then $\sqrt{N}\left(\hat{\vartheta}_{N}^{\text {adapt }}-\vartheta\right) \xrightarrow{W} \mathcal{N}\left(\mathbb{O}_{d}, S^{*}\right)$ with $S^{*}$ defined in (5).

## 5 Numerical examples

We assessed performance of the following estimators by simulations.
A. Simple estimate $\hat{\vartheta}_{N}^{\text {simple }}$ defined by (2) with $h(x):=\left(x, x^{2}\right)^{T}$.
B. Improved estimate $\hat{\vartheta}_{N}^{i m p r}$ defined by (3) with $h(x):=\left(x, x^{2}\right)^{T_{-}}$
C. Quantile estimate $\hat{\vartheta}_{N}^{\text {quant }}$ defined by (4).
D. Adaptive estimate $\hat{\vartheta}_{N}^{\text {adapt }}$ defined by (6) with $\hat{\vartheta}_{N}^{i m p r}$ as a pilot.
E. Adaptive estimate $\hat{\vartheta}_{N}^{\text {adapt }}$ defined by (6) with $\hat{\vartheta}_{N}^{\text {quant }}$ as a pilot.

Experiments were conducted on two types of two-component mixture from Gaussian distributions with the following parameters:

Experiment 1. Component 1: $\mu=-3, \sigma=1$; component 2: $\mu=3, \sigma=2$.
Experiment 2. Component 1: $\mu=0, \sigma=2$; component 2: $\mu=1, \sigma=2$.
The estimates were calculated for different sizes of a sample (value $N$ ): 50, 100, 250, 500, 750, 1000, 2000, 5000. The dispersion of constructed estimates was calculated from 1000 samples (for each value of $N$ ). The set of concentration was uniform: $p_{j ; N}^{1}:=\frac{j}{N}, p_{j ; N}^{2}:=1-p_{j ; N}^{1}, j=\overline{1, N}$.
For adaptive estimate as a vector $u(x ; t)$ is taken a vector from 8 functions. First 5 of them are cubic Bsplines with support $\left(t_{1}-4 t_{2}, t_{1}+4 t_{2}\right)$ and uniform subdivision of this support into 8 intervals. The last 3 functions: $1,\left(x-t_{1}\right) / t_{2},\left(x-t_{1}\right)^{2} / t_{2}^{2}$.

The results of simulation are presented in Figure 1.


Figure 1: The variance of estimates multiplied by the number of observations $(N)$ : $\square$ - simple estimates, $\square$ - improved estimates, $\triangle$ - quantile estimates, $\bullet$ and $\circ$ - adaptive estimates with improved and quantile as pilot ones respectively. Asymptotic values are presented by dotted lines.

So, in our experiments the adaptive estimators outperformed the other ones in almost all cases for sample sizes larger then 100.
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#### Abstract

We study a problem of estimating of unknown drift parameter in stochastic differential equation driven by fractional Brownian motion. Using Girsanov theorem, we can find the form of maximum likelihood ratio, and, moreover, represent it via the observable process. The form of this representation is rather complicated. In the simplest case it can be simplified, we can discretize it and establish the convergence a.s. of the discretized version of maximum likelihood ratio to the true value of parameter in the framework of "high frequency data".
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## 1 The explicit form of the likelihood ratio

Let $B^{H}=\left\{B_{t}^{H}, t \geq 0\right\}$ be a fractional Brownian motion with Hurst index $H \in(1 / 2,1)$, defined on the probability space $(\Omega, \mathcal{F}, \mathrm{P})$. Denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ - the filtration generated by $B^{H}$. We study the problem of estimating of an unknown drift parameter from [1]. Consider the stochastic differential equation driven by fractional Brownian motion $B^{H}$ :

$$
\begin{align*}
d X_{t} & =\theta a\left(t, X_{t}\right) d t+b\left(t, X_{t}\right) d B_{t}^{H}, \quad 0 \leq t \leq T, \quad T>0 \\
\left.X\right|_{t=0} & =X_{0} \in \mathbb{R} \tag{1}
\end{align*}
$$

Here $\theta \in \mathbb{R}$ is the unknown parameter to be estimated.
Suppose that the following assumptions hold:
(I) there exist positive constants $C_{1}, C_{2}$ such that for all $t \in[0, T], x, y \in \mathbb{R}$

$$
\begin{gathered}
|a(t, x)-a(t, y)|+|b(t, x)-b(t, y)| \leq C_{1}|x-y|, \\
|a(t, x)|+|b(t, x)| \leq C_{2}(1+|x|)
\end{gathered}
$$

(II) there exist constants $C_{3}>0$ and $\rho \in\left(\frac{1}{H}-1,1\right)$ such that for all $t \in[0, T], x, y \in \mathbb{R}$

$$
\left|b_{x}^{\prime}(t, x)-b_{y}^{\prime}(t, y)\right| \leq C_{3}|x-y|^{\rho} ;
$$

(III) there exist constants $C_{4}>0$ and $\gamma \in(1-H, 1)$ such that for all $t, s \in[0, T], x \in \mathbb{R}$

$$
|b(t, x)-b(s, x)|+\left|b_{x}^{\prime}(t, x)-b_{x}^{\prime}(s, x)\right| \leq C_{4}|t-s|^{\gamma}
$$

[^35]According to [3, Theorem 2.1], under the conditions (I)-(III) there exists a unique solution $X$ of the stochastic equation (1).
In addition, suppose that the following conditions hold:
(IV) $b(t, x) \neq 0$;
(V) $a \in C([0, \infty) \times \mathbb{R})$.

Denote $\alpha=H-\frac{1}{2}, \widetilde{\alpha}=(1-2 \alpha)^{-1}, C_{H}=\left(\frac{\Gamma(2-2 \alpha)}{2 H \Gamma(1-\alpha)^{3} \Gamma(\alpha+1)}\right)^{\frac{1}{2}}, l_{H}(t, s)=C_{H} s^{-\alpha}(t-s)^{-\alpha} I_{\{0<s<t\}}$, $\psi(t, x)=\frac{a(t, x)}{b(t, x)}, \varphi(t)=\psi\left(t, X_{t}\right), I(t)=\int_{0}^{t} l_{H}(t, s) \varphi(s) d s$. Under the conditions (I), (III), (IV), (V) $\varphi(t), t \in[0, T]$ is a continuous process with probability 1 . Hence, it is Lebesgue integrable and for each $t \in[0, T]$ there exists an integral $\int_{0}^{t} l_{H}(t, s) \varphi(s) d s$.
Consider the new process $\widehat{B}_{t}^{H}:=B_{t}^{H}+\theta \int_{0}^{t} \varphi(s) d s$. Suppose that the following assumptions hold.
(VI) there exist a function $\delta$ that for all $t \in[0, T]$ a. s. belongs to $L_{1}[0, t]$ and satisfy the equation

$$
\theta \int_{0}^{t} l_{H}(t, s) \varphi(s) d s=(\widetilde{\alpha})^{-1 / 2} \int_{0}^{t} \delta_{s} d s
$$

(VII) $\mathrm{E} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s<\infty, t \in[0, T]$;
(VIII) $\mathrm{E} \exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}=1$, where $L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}$, and $\widehat{B}$ is Wiener process with respect to the probability measure $\mathrm{P}_{0}(t)$ corresponding to the zero drift such that

$$
\int_{0}^{t} l_{H}(t, s) d \widehat{B}_{s}^{H}=\widetilde{\alpha}^{-1 / 2} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}
$$

(The existence of this Wiener process follows from the representation of fractional Brownian motion via Wiener process on a finite interval introduced in [2].)

Then the likelihood ratio $\frac{d \mathrm{P}_{\theta}(t)}{d \mathrm{P}_{0}(t)}$ for the probability measure $\mathrm{P}_{\theta}(t)$ corresponding to our model and the probability measure $\mathrm{P}_{0}(t)$ corresponding to the model with zero drift is equal to

$$
\begin{equation*}
\frac{d \mathrm{P}_{\theta}(t)}{d \mathrm{P}_{0}(t)}=\exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\} \tag{2}
\end{equation*}
$$

Moreover $L_{t}$ is a square-integrable martingale.
Note that the likelihood in (2) is not the likelihood of the observed process, but the likelihood of the unobserved driving noise. The following theorem allow us to present the likelihood ratio (2) as a function of the observed process $X_{t}$.
Assume that
(IX) $a, b, \psi \in C^{1,1}([0, \infty) \times \mathbb{R})$.

Theorem 1.1. Suppose that the assumptions (I)-(IV), (VI), (IX) hold. Then

$$
\begin{aligned}
L_{t}= & C_{H} \mathrm{~B}(1-\alpha, 1-\alpha) \theta \psi(0,0) J_{t} \\
& +\theta \int_{0}^{t}\left[\widetilde{\alpha} s^{2 \alpha-1} \int_{0}^{s} l_{H}(s, u)\left(\psi_{t}^{\prime}\left(u, X_{u}\right)+\theta \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right)(s-u)\right) d u\right. \\
& -\int_{0}^{s} \int_{0}^{u}\left(\widetilde{\alpha} \alpha s^{2 \alpha} u^{-1} l_{H}(s, u) \psi_{t}^{\prime}\left(v, X_{v}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\theta \psi_{x}^{\prime}\left(v, X_{v}\right) a\left(v, X_{v}\right) C_{H}\left(\widetilde{\alpha} \alpha s^{2 \alpha} u^{-1-\alpha}(s-u)^{-\alpha}+u^{2 \alpha-2} v^{1-\alpha}(u-v)^{-\alpha}\right)\right) d v d u \\
& +C_{H} \int_{0}^{s} u^{2 \alpha-2} \int_{0}^{u} v^{1-\alpha}(u-v)^{-\alpha} \psi_{x}^{\prime}\left(v, X_{v}\right) d X_{v} d u \\
& \left.+\widetilde{\alpha} C_{H} s^{2 \alpha-1} \int_{0}^{s} u^{1-\alpha}(s-u)^{-\alpha} \psi_{x}^{\prime}\left(u, X_{u}\right) d X_{u}\right] d J_{s}
\end{aligned}
$$

where $J_{t}=\int_{0}^{t} l_{H}(t, s) b^{-1}\left(s, X_{s}\right) d X_{s}$.
Example 1.1. Let $a(t, x)=b(t, x)$. Then $\psi(t, x)=1, \psi_{t}^{\prime}(t, x)=\psi_{x}^{\prime}(t, x)=0$. Therefore

$$
L_{t}=C_{H} \mathrm{~B}(1-\alpha, 1-\alpha) \theta J_{t}=\mathrm{B}(1-\alpha, 1-\alpha) C_{H} \theta \int_{0}^{t} l_{H}(t, s) a^{-1}\left(s, X_{s}\right) d X_{s}
$$

and the maximum likelihood estimator for $\theta$ is

$$
\widehat{\theta}_{t}=\frac{\int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha} a^{-1}\left(s, X_{s}\right) d X_{s}}{\mathrm{~B}(1-\alpha, 1-\alpha) t^{1-2 \alpha}}
$$

## 2 Strong consistency of estimators by discrete observations

Let $X_{t}$ be a solution of the equation

$$
\begin{equation*}
d X_{t}=\theta a\left(X_{t}\right) d t+b\left(X_{t}\right) d B_{t}^{H} \tag{3}
\end{equation*}
$$

where the coefficients $a$ and $b$ satisfy the following condition: there exist constants $\mu \in(0,1], K>0$, $L>0, M>0$ and for every $N>0$ there exists $R_{N}>0$ such that the following assumptions hold:
(A) $|a(x)|+|b(x)| \leq K \quad$ for all $x, y \in \mathbb{R}$,
(B) $|a(x)-a(y)|+|b(x)-b(y)| \leq L|x-y| \quad$ for all $x, y \in \mathbb{R}$,
(C) $\left|b^{\prime}(x)-b^{\prime}(y)\right| \leq R_{N}|x-y|^{\mu}$ for all $|x| \leq N,|y| \leq N$,
(D) $|a(x)| \geq M, \quad|b(x)| \geq M \quad$ for all $x \in \mathbb{R}$.

Suppose that we observe the values $X_{\frac{k}{2^{n}}}, k=0,1, \ldots, 2^{2 n}$.
Theorem 2.1. Let

$$
\hat{\theta}_{n}^{(1)}=\frac{\sum_{k=1}^{2^{2 n}}\left(\frac{k}{2^{n}}\right)^{-\alpha}\left(2^{n}-\frac{k}{2^{n}}\right)^{-\alpha} b^{-1}\left(X_{\frac{k-1}{2^{n}}}\right)\left(X_{\frac{k}{2^{n}}}-X_{\frac{k-1}{2^{n}}}\right)}{\sum_{k=1}^{2^{2 n}}\left(\frac{k}{2^{n}}\right)^{-\alpha}\left(2^{n}-\frac{k}{2^{n}}\right)^{-\alpha} b^{-1}\left(X_{\frac{k-1}{2^{n}}}\right) a\left(X_{\frac{k-1}{2^{n}}}\right) \frac{1}{2^{n}}} .
$$

Then with probability one $\hat{\theta}_{n}^{(1)} \rightarrow \theta, n \rightarrow \infty$.
Remark 2.1. When $a(x)=b(x)$ (for example, in the linear model) the estimator $\hat{\theta}_{n}^{(1)}$ is a discretized version of the maximum-likelihood estimator.
Theorem 2.2. Let

$$
\hat{\theta}_{n}^{(2)}=\frac{\sum_{k=1}^{2^{2 n}} b^{-1}\left(X_{\frac{k-1}{2^{n}}}\right)\left(X_{\frac{k}{2^{n}}}-X_{\frac{k-1}{2^{n}}}\right)}{\frac{1}{2^{n}} \sum_{k=1}^{2^{2 n}} b^{-1}\left(X_{\frac{k-1}{2^{n}}}\right) a\left(X_{\frac{k-1}{2^{n}}}\right)}
$$

Then with probability one $\hat{\theta}_{n}^{(2)} \rightarrow \theta, n \rightarrow \infty$.
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#### Abstract

Improvements in online measuring and monitoring have facilitated an increase in the number of observations that can be taken on each experimental unit in industrial and scientific experiments. Examples are from diverse areas such as biometry, chemistry, psychology and climatology. It can often be assumed that the application of a treatment to each unit generates a smooth functional response. A semi-parametric model is often used for the response when we are interested in how changes to the levels of the controllable factors influence these functions. Relatively simple polynomial models are chosen to describe the treatement effects. In this paper, we present methods for the design of experiments with functional data when the aim is to discriminate between linear models for the treatment effect. We develop an extension of the $T$ optimality criterion to functional data for discriminating between two competing models. The methodology is motivated by an example from Tribology and assessed via simulation studies to calculate the power of the resulting analyses.
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## 1 Introduction

In many industrial and scientific experiments, each run can now produce a vast amount of data, collected using automatic monitoring and measurement systems. Often, it can be assumed that these data are generated by a smooth underlying function [5] and that the measurement processes are precise enough that the function can be accurately reconstructed, essentially without error. Then, the data can be assumed to be functional, with the output from each run of the experiment being a smooth function, typically not following a simple parametric form. Further, these functions may vary between runs of the experiment, potentially as the result of both aleatoric (i.e. random) variability and systematic variability resulting from application of different treatments, or combinations of values of the controllable factors. As with scalar regression, linear models may be used to partition this variability and assess how changes in treatment influence the shape of the functions.
This work is motivated by wear testing in Tribology, and in particular an experiment to study the wear in a pin and disc assembly for a given lubricant performed by the National Centre for Advanced Tribology, Southampton. The effects of six factors required investigation using a 20 run experiment, with each run defined by a different treatment. For each run, data on a number of functional responses were collected using automatic sensors, including the total wear of the pin and disc measured by a linear variable displacement transformer. The aim of the experiment was to understand which of the six factors had a substantive impact on each functional response; that is, to choose between contending functional linear models.
Here, we propose extending the criterion of $T$-optimality [2] to find designs that provide the most information for discriminating between two competing models. In Section 2, we introduce the functional linear

[^36]model and, in Section 3, we go on to discuss $T$-optimal design that enables "best" discrimination between two competing functional linear models. In Section 4, we find a $T$-optimal design for a simple functional data example and perform a simulation study to assess the resulting sensitivity or power to detect the correct model.

## 2 Functional linear models

We assume the following linear model for the functional responses from an $N$-run experiment:

$$
\text { M1 : } \quad \boldsymbol{Y}(t)=\mathbf{X}_{1} \boldsymbol{\beta}_{1}(t)+\boldsymbol{\varepsilon}(t)
$$

with $t \in \mathcal{T} \subset \mathbb{R}, \boldsymbol{Y}(t)=\left(Y_{1}(t), \ldots, Y_{N}(t)\right)^{\mathrm{T}}, \boldsymbol{\beta}_{1}(t)=\left(\beta_{11}(t), \ldots, \beta_{1 p_{1}}(t)\right)^{\mathrm{T}}, \boldsymbol{\varepsilon}(t)=\left(\varepsilon_{1}(t), \ldots, \varepsilon_{N}(t)\right)^{\mathrm{T}}$ and $\mathbf{X}$ an $N \times p_{1}$ model matrix. The error functions $\varepsilon_{j}(t)$ are realisations from a Gaussian stochastic process with mean zero and covariance function $\gamma(t, u)$; for $i \neq j, \varepsilon_{i}(t)$ and $\varepsilon_{j}(u)$ are assumed independent. That is, the observed functions $Y_{j}(t)$ are assumed to be linear combinations of unknown functions $\beta_{1 k}(t)$ with the addition of independent error functions $\varepsilon_{j}(t)\left(j=1, \ldots, N ; k=1, \ldots, p_{1}\right)$.
The aim of the experiment is to discriminate between model M1 and a rival model

$$
\text { M2 : } \quad \boldsymbol{Y}(t)=\mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)+\boldsymbol{\eta}(t),
$$

with $\mathbf{X}_{2}$ an alternative $N \times p_{2}$ model matrix with corresponding vector of unknown functions $\boldsymbol{\beta}_{2}(t)=$ $\left(\beta_{21}(t), \ldots, \beta_{2 p_{2}}(t)\right)^{\mathrm{T}}$ and $\boldsymbol{\eta}(t)$ defined as $\boldsymbol{\varepsilon}(t)$. To discriminate between these two models, tests using the following quantity have been suggested [3]:

$$
\begin{equation*}
T=\int_{t}\left[\hat{\boldsymbol{Y}}_{2}(t)-\hat{\boldsymbol{Y}}_{1}(t)\right]^{\mathrm{T}}\left[\hat{\boldsymbol{Y}}_{2}(t)-\hat{\boldsymbol{Y}}_{1}(t)\right] \mathrm{d} t \tag{1}
\end{equation*}
$$

where $\hat{\boldsymbol{Y}}_{i}=\left(\hat{Y}_{i 1}(t), \ldots, \hat{Y}_{i N}(t)\right)^{\mathrm{T}}$ are the fitted functions from model Mi (see Section 3). When model M1 is nested in model M2, under $H_{0}: M 1$ is correct, the distribution of the test statistic $\mathfrak{F}=\{(N-$ $\left.\left.p_{2}\right) T\right\} /\left\{\left(p_{2}-p_{1}\right) r s s_{2}\right\}$ can be approximated by an $F$-distribution with adjusted degrees of freedom [6]. Here, $r s s_{2}$ is the integrated residual sum of squares for model M2 and the adjustment to the degrees of freedom reflects the covariance function $\gamma$.

## 3 T-optimality for functional linear models

We find approximate optimal designs in $f$ factors which are represented by a discrete probability measure $\xi$ on the design region $\mathcal{X}=[-1,1]^{f}$ :

$$
\xi=\left\{\begin{array}{lll}
\boldsymbol{x}_{1} & \ldots & \boldsymbol{x}_{n}  \tag{2}\\
w_{1} & \ldots & w_{n}
\end{array}\right\}
$$

where $\boldsymbol{x}_{j}=\left(x_{j 1}, \ldots, x_{j f}\right)^{T} \in \mathcal{X}$ are support points with associated weights $0<w_{j} \leq 1 ; \sum_{j=1}^{n} w_{j}=1$. Using data collected from design (2), we obtain fitted functions from model M1 as

$$
\hat{\boldsymbol{Y}}_{1}(t)=\mathbf{X}_{1}\left(\mathbf{X}_{1}^{\mathrm{T}} \mathbf{W} \mathbf{X}_{1}\right)^{-1} \mathbf{X}_{1}^{\mathrm{T}} \mathbf{W} \boldsymbol{Y}(t)=\mathbf{H} \boldsymbol{Y}(t)
$$

Here $\mathbf{W}=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$ and $\mathbf{X}_{i}$ is now defined for the $n$ support points. Using (1), if we expect data
from M2 where $E\left[\boldsymbol{Y}_{2}(t)\right]=\mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)$, a $T$-optimal design $\xi^{\star}$ maximizes

$$
\begin{align*}
\Phi(\xi) & =\int_{t}\left[E\left[\boldsymbol{Y}_{2}(t)\right]-\hat{\boldsymbol{Y}}_{1}(t)\right]^{T} \mathbf{W}\left[E\left[\boldsymbol{Y}_{2}(t)\right]-\hat{\boldsymbol{Y}}_{1}(t)\right] \mathrm{d} t \\
& =\int_{t}\left[\mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)-\mathbf{H} \mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)\right]^{\mathrm{T}} \mathbf{W}\left[\mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)-\mathbf{H} \mathbf{X}_{2} \boldsymbol{\beta}_{2}(t)\right] \mathrm{d} t \\
& =\int_{t} \boldsymbol{\beta}_{2}^{\mathrm{T}}(t) \mathbf{X}_{2}^{\mathrm{T}}[\mathbf{I}-\mathbf{H}]^{\mathrm{T}} \mathbf{W}[\mathbf{I}-\mathbf{H}] \mathbf{X}_{2} \boldsymbol{\beta}_{2}(t) \mathrm{d} t \tag{3}
\end{align*}
$$

Lemma 3.1. Assume M1 is nested within M2, so $p_{1}<p_{2}, \mathbf{X}_{2}=\left[\mathbf{X}_{1}: \mathbf{X}_{21}\right]$ and $\boldsymbol{\beta}_{2}^{\mathrm{T}}(t)=\left[\boldsymbol{\beta}_{1}^{\mathrm{T}}(t), \boldsymbol{\beta}_{21}^{\mathrm{T}}(t)\right]$ with $\mathbf{X}_{21}$ an $n \times\left(p_{2}-p_{1}\right)$ model matrix and $\boldsymbol{\beta}_{21}$ an $\left(p_{2}-p_{1}\right)$ vector of unknown functions. Then objective function (3) is given by

$$
\Phi(\xi)=\int_{t} \boldsymbol{\beta}_{21}^{\mathrm{T}}(t) \mathbf{X}_{21}^{\mathrm{T}}(\mathbf{I}-\mathbf{H})^{\mathrm{T}} \mathbf{W}(\mathbf{I}-\mathbf{H}) \mathbf{X}_{21} \boldsymbol{\beta}_{21}(t) \mathrm{d} t
$$

and hence does not depend on the parameter vector $\boldsymbol{\beta}_{1}(t)$ which is common to both M1 and M2.
Proof. The proof is analogous to that for the scalar regression case [1].
Theorem 3.1. Assume M1 is nested in M2, as in Lemma 1, and $p_{2}=p_{1}+1$, that is, models M1 and M2 differ by only one term. Then the T-optimal design does not depend on the unknown function $\boldsymbol{\beta}_{21}(t)$.

Proof. If $p_{2}-p_{1}=1, \mathbf{X}_{21}$ is a $n \times 1$ vector and $\boldsymbol{\beta}_{21}(t)$ is a single function $\beta_{21}(t)$. From Lemma 1,

$$
\begin{align*}
\Phi(\xi) & =\int_{t} \beta_{21}^{2}(t) \mathbf{X}_{21}^{\mathrm{T}}(\mathbf{I}-\mathbf{H})^{\mathrm{T}} \mathbf{W}(\mathbf{I}-\mathbf{H}) \mathbf{X}_{21} \mathrm{~d} t \\
& =\mathbf{X}_{21}^{\mathrm{T}}(\mathbf{I}-\mathbf{H})^{\mathrm{T}} \mathbf{W}(\mathbf{I}-\mathbf{H}) \mathbf{X}_{21} \int_{t} \beta_{21}^{2}(t) \mathrm{d} t \\
& \propto \mathbf{X}_{21}^{\mathrm{T}}(\mathbf{I}-\mathbf{H})^{\mathrm{T}} \mathbf{W}(\mathbf{I}-\mathbf{H}) \mathbf{X}_{21} \tag{4}
\end{align*}
$$

where the constant of proportionality does not depend on $\xi$. Therefore, the $T$-optimal design that maximises (4) does not depend on the function $\beta_{21}(t)$.

Corollary 3.1. When M1 is nested in M2 and $p_{2}=p_{1}+1$, it follows directly from (4) that the same design $\xi^{\star}$ is $T$-optimal for both the functional linear model and the scalar linear model.

## 4 Example and simulation study

We construct a $T$-optimal design to compare the functional linear models

$$
\begin{equation*}
Y(t)=\beta_{10}(t)+\beta_{11}(t) x+\epsilon(t) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
Y(t)=\beta_{20}(t)+\beta_{21}(t) x+\beta_{22}(t) x^{2}+\eta(t) \tag{6}
\end{equation*}
$$

That is, we find an optimal design to test if (5) is appropriate given data from (6). As the models differ by only one term, from Theorem $1, \xi^{\star}$ will not depend on any of the unknown functions. Maximising (4) using the Nelder-Mead algorithm [4], we find the $T$-optimal design

$$
\xi^{\star}=\left\{\begin{array}{ccc}
-1 & 0 & 1  \tag{7}\\
0.25 & 0.5 & 0.25
\end{array}\right\}
$$



Figure 1: Power calculated from 1000 simulations using the functional $T$-optimal design for nine combinations of $\alpha_{20}$ and $\alpha_{21}$ values with $0 \leq \alpha_{22} \leq 2$, and number of runs $N=12(-), N=24(--)$ and $N=72$ $(\cdots)$.
which, from the corollary, is also $T$-optimal for comparing first- and second-order scalar regression models. To assess the power for rejecting $H_{0}$ : "model (5) is correct", we perform a simulation study using an exact $T$-optimal design with $N$ runs obtained by rounding (7). Data is generated from model (6) assuming:

- the functions $Y_{j}(t)$ are observed at points $t_{1}, \ldots, t_{m} \in[-1,1], j=1, \ldots, N$;
- $\beta_{2 k}(t)=\alpha_{k 0}+\alpha_{k 1} t+\alpha_{k 2} t^{2}, k=0,1,2$;
- $\operatorname{Cov}\left(\varepsilon_{g}\left(t_{u}\right), \varepsilon_{h}\left(t_{v}\right)\right)=\sigma_{a}^{2} \rho^{|u-v|}+\sigma_{b}^{2}$ for $g=h$ and $0<\rho<1$, and 0 otherwise.

For each of $S=1000$ generated data sets (with $\sigma_{a}^{2}=0.1, \sigma_{b}^{2}=2, \rho=0.75$ ), we approximate (1) as

$$
T \approx \sum_{j=1}^{m}\left[\hat{\boldsymbol{Y}}_{2}\left(t_{j}\right)-\hat{\boldsymbol{Y}}_{1}\left(t_{j}\right)\right]^{\mathrm{T}}\left[\hat{\boldsymbol{Y}}_{2}\left(t_{j}\right)-\hat{\boldsymbol{Y}}_{1}\left(t_{j}\right)\right]
$$

calculate $\mathfrak{F}=(N-3) T /$ rss $_{2}$, where rss $_{2}$ is the residual sum of squares from model (6), and compare $\mathfrak{F}$ to the appropriate $F$-distribution [6]. We approximate the power as the proportion of simulations for which $H_{0}$ is rejected.
Figure 1 displays the results of this study. As the number, $N$, of design points increases, the power increases for all values of the other parameters considered, as expected. Further, (i) the power increases with the value of $\alpha_{22}$ for all other parameters; (ii) the larger the value of $\alpha_{20}$, the higher the power over the whole range
for $\alpha_{22}$; and (iii) fixing $\alpha_{20}$ and increasing $\alpha_{21}$ (across rows in Figure 1) has little or no effect on the power. These observations can be explained by the form of the parameter function $\beta_{22}(t)=\alpha_{20}+\alpha_{21} t+\alpha_{22} t^{2}$ for $-1 \leq t \leq 1$. The magnitude of this function determines the difference between models (5) and (6). Increasing the value of either $\alpha_{20}$ or $\alpha_{22}$ clearly increases $\beta_{22}(t)$ for all $t \in[-1,1]$, as $t^{2} \geq 0$. However, the linear parameter $\alpha_{21}$ does not have a constant impact across $t$, and hence the value of this parameter has little overall effect on the size of $\beta_{22}(t)$. For larger $\alpha_{20}$, there is a smaller difference in power between the different numbers of runs due to the more straightforward discrimination problem. Overall, for $N=72$ runs and an appreciable difference between models (for example, $\alpha_{20}>1$ ), the power to reject model (5) is greater than $90 \%$.

## 5 Conclusions and future work

We have demonstrated the application of a model discrimination criterion for design selection with functional data and presented a series of results on the properties of the resulting designs. In particular, by establishing the equivalence of the functional and scalar linear model design problems for nested models differing by one term, we have made available well-known methods of $T$-optimality for a broader class of problems.
The near-ubiquity of functional data in many areas of science, engineering and industry encourages the further development of results for functional linear models. Possibilities for future work include optimality criteria for different experimental aims, and understanding the role of the reconstruction of functional data from discrete observations in the selection of optimal designs.
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#### Abstract

Scores arising from questionnaires often follow asymmetric distributions, on a fixed range. This can be due to scores clustering at one end of the scale or selective reporting. Sometimes, the scores are further subjected to sample selection, which is a class of missing data problem, resulting in partial observability. Thus, methods based on complete cases for skew data are inadequate for the analysis of such data and a general sample selection model is required. Heckman proposed a full maximum likelihood estimation method under the normality assumption for sample selection problems, and parametric and non-parametric extensions have been proposed. We generalize Heckman [5,6] to allow for underlying skew-normal distribution. Finite sample performance of the maximum likelihood estimator of the model is studied via Monte Carlo simulation. The model parameters are more precisely estimated under the new model, even in the presence of moderate to extreme skewness, than the Heckman selection models. Application to data from a study of neck injuries where the responses are substantially skew successfully discriminates between selection and inherent skewness.


Keywords: Generalized Sample selection, Missing data, Closed Skew-normal distribution. AMS subject classifications: 62D99

## 1 Introduction

Scores arising from instruments designed to assess quality of life (QoL) (e.g. screening questionnaires) often follow asymmetric distributions due to skewness inherent in Likert-scale type instruments. In addition, the realized samples from the underlying discrete process are further subjected to selective reporting (e.g. the selection of maximum of correlated observations) and missing data, with the scores reflecting a selected population. Consequently, there is need for a general model for sample selection with inherent skewness. A selection model was introduced by Heckman (see [4]). He proposed a full maximum likelihood estimation under the assumption of normality. His method was criticized on the ground of its sensitivity to normality assumption prompting him to develop the two-step estimator (see [5]). Sample selection models arise in practice as a result of the partial observability of the outcome of interest in a study. The data are missing not at random (MNAR) because the observed data do not represent a random sample from the population, even after controlling for covariates.
The two most common deviations from normality are heavier tails and skewness. In dealing with heavier tails in sample selection, [6] derived a model using links between hidden truncation and sample selection but with an underlying bivariate-t error distribution. They noted that a more appealing flexible parametric model is necessary that can accommodate heavy tails and skewness. Other researchers (e.g. [7]) noted that the effects of asymmetry on the normal theory methods are generally more serious than those of the nonnormal peakedness. We therefore propose the use of a skew-normal distribution for modeling asymmetry in sample selection framework.

[^37]A continuous random variable $Z$ is said to have a standard skew-normal distribution with parameter $\lambda \in \mathbb{R}$ if its density is

$$
\begin{equation*}
f(z ; \lambda)=2 \phi(z) \Phi(\lambda z), \quad z \in \mathbb{R} \tag{1}
\end{equation*}
$$

where $\phi$ and $\Phi$ denote the standard normal PDF (probability density function) and corresponding CDF (cumulative distribution function) respectively. The parameter $\lambda$ is called the shape parameter because it regulates the shape of the density function.

## 2 Classical and general sample selection models

In this section, we review the classical selection normal model (SNM) and introduce a more general sample selection model with an underlying skew-normal error distribution.

### 2.1 Selection normal model (SNM)

Let $Y_{i}^{\star}$ be the outcome variable of interest, assumed linearly related to covariates $x_{i}$ through the standard multiple regression

$$
Y_{i}^{\star}=\beta^{\prime} x_{i}+\sigma \varepsilon_{1 i}, \quad i=1, \ldots, N
$$

Suppose the main model is supplemented by a selection (missingness) equation

$$
S_{i}^{\star}=\gamma^{\prime} x_{i}+\varepsilon_{2 i}, \quad i=1, \ldots, N
$$

where $\beta$ and $\gamma$ are unknown parameters and $x_{i}$ are fixed observed characteristics not subject to missingness, the variance of $S_{i}^{\star}$ is fixed as 1 because the variance is not identifiable from sign alone. Selection is modeled by observing $Y_{i}^{\star}$ only when $S_{i}^{\star}>0$, i.e. we observe $S_{i}=I\left(S_{i}^{\star}>0\right)$ and $Y_{i}=Y_{i}^{\star} S_{i}$ for $n=\sum_{i=1}^{N} S_{i}$ of $N$ individuals. Thus an observation has the conditional density

$$
\begin{equation*}
f\left(y \mid x, S^{\star}>0\right)=\frac{f\left(y, S^{\star}>0 \mid x\right)}{P\left(S^{\star}>0 \mid x\right)}=\frac{f(y \mid x) P\left(S^{\star}>0 \mid y, x\right)}{P\left(S^{\star}>0 \mid x\right)} \tag{2}
\end{equation*}
$$

Equation (2) is the basis of the unification of selection problems as skew distributions given by [1]. The quantity $f(y \mid x)$ is a proper PDF, with a skewing function $P\left(S^{\star}>0 \mid y, x\right)$, and a normalizing function $P\left(S^{\star}>0 \mid x\right)$. It is straightforward to show that under the additional assumption

$$
\begin{gather*}
\binom{\varepsilon_{1 i}}{\varepsilon_{2 i}} \sim N_{2}\left\{\binom{0}{0},\left(\begin{array}{cc}
1 & \rho \\
\rho & 1
\end{array}\right)\right\} \\
f(y \mid x, S=1 ; \Theta)=\frac{\frac{1}{\sigma} \phi\left(\frac{y-\beta^{\prime} x}{\sigma}\right) \Phi\left(\frac{\gamma^{\prime} x+\rho\left(\frac{y-\beta^{\prime} x}{\sigma}\right)}{\sqrt{1-\rho^{2}}}\right)}{\Phi\left(\gamma^{\prime} x\right)} \tag{3}
\end{gather*}
$$

(see [2]), where $\Theta=(\beta, \sigma, \gamma, \rho)$. The parameter $\rho \in[-1,1]$ determines the correlation of $Y_{i}^{\star}$ and $S_{i}^{\star}$, and hence the nature and severity of the selection process. The complete density of a sample selection model has a continuous component (the conditional density given by (3)), and a discrete component given by $P(S=1 \mid x)$. The marginal distribution of the selection equation determines the model to be fitted to the discrete process. In [2] and [4], a probit model $P(S=s)=\left\{\Phi\left(\gamma^{\prime} x\right)\right\}^{s}\left\{1-\Phi\left(\gamma^{\prime} x\right)\right\}^{1-s}$ was used.

### 2.2 Selection Skew-normal model (SSNM)

Suppose we relax the assumption of bivariate normality given in section 2.1 such that the underlying error distribution is bivariate skew-normal. That is,

$$
\binom{\varepsilon_{1 i}}{\varepsilon_{2 i}} \sim S N_{2}\left\{\binom{0}{0},\left(\begin{array}{cc}
1 & \rho \\
\rho & 1
\end{array}\right),\binom{\lambda}{0}\right\}
$$

where $\lambda$ is the skewness parameters for $Y_{i}^{\star}$. Then $f(y \mid x, S=1 ; \Xi$ ) (where $\Xi=\beta, \sigma, \gamma, \rho, \lambda$ ) is still defined as equation (2). The joint distribution of the outcomes and the selection process can be written in a closed skew-normal (CSN) distribution form (see [3] for details) as

$$
\binom{Y^{\star}}{S^{\star}} \sim C S N_{2,1}\left\{\boldsymbol{\mu}=\left(\beta^{\prime} x, \gamma^{\prime} x\right), \Sigma=\left(\begin{array}{cc}
\sigma^{2} & \rho \sigma \\
\rho \sigma & 1
\end{array}\right), D=(\lambda / \sigma, 0), \nu=0, \Delta=1\right\}
$$

Using the conditional and marginal distribution properties of the CSN distribution, we have

$$
\begin{equation*}
f(y \mid x, S=1 ; \Xi)=\frac{\frac{2}{\sigma} \phi\left(\frac{y-\beta^{\prime} x}{\sigma}\right) \Phi\left(\frac{\lambda\left(y-\beta^{\prime} x\right)}{\sigma}\right) \Phi\left(\frac{\gamma^{\prime} x+\rho\left(\frac{y-\beta^{\prime} x}{\sigma}\right)}{\sqrt{1-\rho^{2}}}\right)}{\Phi_{S N}\left(\gamma^{\prime} x ; 0,1, \frac{-\lambda \rho}{\sqrt{1+\lambda^{2}-\lambda^{2} \rho^{2}}}\right)} \tag{4}
\end{equation*}
$$

which is the continuous component of the SSNM log-likelihood function. The complete SSNM log-likelihood function is given by

$$
\begin{gather*}
l(\Xi)=\sum_{i=1}^{n} S_{i}\left(\ln f\left(y_{i} \mid x_{i}, S_{i}=1\right)\right)+\sum_{i=1}^{n} S_{i}\left(\ln \Phi_{S N}\left(\gamma^{\prime} x_{i} ; 0,1, \lambda^{\star}\right)\right)+ \\
+\sum_{i=1}^{n}\left(1-S_{i}\right) \ln \Phi_{S N}\left(-\gamma^{\prime} x ; 0,1,-\lambda^{\star}\right) \tag{5}
\end{gather*}
$$

where $\lambda^{\star}=-\lambda \rho / \sqrt{1+\lambda^{2}-\lambda^{2} \rho^{2}}$ and $f(y \mid x, S=1)$ by (4).

## 3 Simulation and Data example

In the section, simulation is used to study the finite samples properties of the MLEs for the SSNM and SNM models. The models are applied to the Neck disability index (NDI) scores.

### 3.1 Monte Carlo Simulation

We set the outcome and selection equations as $Y_{i}^{\star}=0.5+1.5 x_{i}+\varepsilon_{1 i}$ and $S_{i}^{\star}=1+x_{i}+1.5 w_{i}+\varepsilon_{2 i}$ respectively, where $i=1, \ldots, N=1000$. Thus, $\beta^{\prime}=(0.5,1.5)$, and $\gamma^{\prime}=(1,1,1.5)$. The covariates, $x_{i}$ and $w_{i} \stackrel{i i d}{\sim} N(0,1)$, and are independent of $\varepsilon_{1 i}$ and $\varepsilon_{2 i}$ which are generated from bivariate skew-normal distribution with $\lambda=0$ and 1 (note that the skewness parameter for the second equation is set to zero in both cases). The covariance matrix has $\sigma=1 \& \rho=0.5$.
Table 1 shows that the SSNM model outperforms the SNM model for the skewness parameters considered, although the SNM model has a negligible advantage when $\lambda=0$ with smaller bias in the intercept of the outcome equation. The SSNM gave consistently smaller bias as compared to the SNM model for the selection equation parts of the models when $\lambda=0$ and 1 . Since, the variance $\sigma$ describes the variability of the probability distribution of the outcomes $Y_{i}$, and the bias in the estimation of the intercept and $\sigma$ is less in the SSNM model, correct prediction intervals of new observations will be obtained under the model. The SNM model shows less variability in parameters estimation.

|  | $\lambda=0$ |  |  |  | $\lambda=1.0$ |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | Bias |  | Variance |  |  | Bias |  | Variance |  |
|  | SSNM | SNM | SSNM | SNM | SSNM | SNM | SSNM | SNM |  |
| $\beta_{0}$ | 16 | -1 | 108 | 24 | 445 | 5620 | 341 | 14 |  |
| $\beta_{1}$ | -3 | -3 | 19 | 19 | 4 | 10 | 12 | 12 |  |
| $\gamma_{0}$ | 61 | 67 | 74 | 50 | 401 | 3516 | 266 | 82 |  |
| $\gamma_{1}$ | 40 | 52 | 60 | 59 | 108 | 533 | 72 | 70 |  |
| $\gamma_{2}$ | 80 | 98 | 94 | 92 | 201 | 835 | 134 | 122 |  |
| $\sigma$ | 28 | -9 | 17 | 9 | -110 | -1697 | 66 | 5 |  |
| $\rho$ | -7 | -6 | 84 | 84 | -72 | -636 | 132 | 114 |  |
| $\lambda$ | -27 | - | 175 | - | -501 | - | 1446 | - |  |

Table 1: Simulation results (in $1 / 10,000$ )

### 3.2 Data Application

We examine a longitudinal data set on neck injury which was collected using the NDI questionnaire, where two treatments are compared (Physiotherapy vs. Usual advice). The self-completed questionnaire assess pain-related activity restrictions in 10 areas including personal care, lifting, sleeping, driving, concentration, reading and work and results in a score between 0 and 50 . The data were collected using questionnaires at regular intervals over a follow-up period at 4,8 and 12 months after patient's emergency department attendance. We first identify predictors of dropout at each measurement occasion using probit regression. At month 8, age and sex of the patients are good predictors of missingness. We restricted attention to this measurement occasion to illustrate the new model.
A preliminary analysis shows that the effect of sex is not significant in the outcome equation of the models and it was removed.

|  | SSNM |  |  | SNM |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
|  | Estimate | S.E. | p-value | Estimate | S.E | p-value |  |  |  |  |
|  |  | Selection Equation |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| int | 0.208 | 0.177 | 0.239 | 0.835 | 0.100 | 0.000 |  |  |  |  |
| age | 0.021 | 0.005 | 0.000 | 0.024 | 0.006 | 0.000 |  |  |  |  |
| sex(f) | 0.309 | 0.126 | 0.014 | 0.335 | 0.129 | 0.009 |  |  |  |  |
|  |  |  | Outcome Equation |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| int | -3.769 | 0.802 | 0.000 | 0.799 | 0.621 | 0.198 |  |  |  |  |
| age | 0.074 | 0.025 | 0.003 | 0.086 | 0.023 | 0.000 |  |  |  |  |
| scores at Month 4 | 0.678 | 0.035 | 0.000 | 0.687 | 0.035 | 0.000 |  |  |  |  |
| treatment(physio) | 0.766 | 0.532 | 0.150 | 0.887 | 0.538 | 0.099 |  |  |  |  |
| $\sigma$ | 7.723 | 0.563 | 0.000 | 6.166 | 0.292 | 0.000 |  |  |  |  |
| $\rho$ | 0.758 | 0.174 | 0.000 | 0.802 | 0.072 | 0.000 |  |  |  |  |
| $\lambda$ | 1.537 | 0.450 | 0.001 | - | - | - |  |  |  |  |

Table 2: Fit of selection skew-normal model (SSNM) and Selection-normal model (SNM) models to the NDI scores at 8 months.

Table 2 shows the results of fitting the SSNM and the SNM models to the NDI scores at month 8. As observed in the simulation study, the coefficients in the selection equations for the SNM model are consistently larger than the SSNM model. In particular, the estimate of the skewness parameter $(\lambda=1.537)$ is statistically significant in the SSNM model. This implies that neglecting the influence of $\lambda$ in the model, although it leads to the same qualitative conclusions for the covariate effects in the outcome equation will lead to wrong predictive power of the model. In addition, the SSNM model has a better fit (log-likelihood $=-1452.67$ ) to the NDI data than the SNM model (log-likelihood $=-1455.03$ ) at the cost of 1 degree of freedom.
In conclusion the SSNM has good estimates of the intercept both in the selection and outcome equations and hence will give better predictions even when the underlying process is bivariate normal. The model is well identified in the sense that for any $\Theta_{1} \neq \Theta_{2}, f\left(y, \Theta_{1}\right) \neq f\left(y, \Theta_{2}\right)$, where $\Theta_{1}$ and $\Theta_{2}$ are model parameters. Further, the observed information matrix is non-singular, although there is stationarity of the profile likelihood for $\lambda$ at $\lambda=0$. Further extension to bivariate skew-t distribution may be able to better handle heavy tails and skewness simultaneously, and it is currently being investigated.
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